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1 LƴǘǊƻŘǳŎǘƛƻƴ 

 

1.1 General Context  

In deep enhanced geothermal systems (EGS) fluid circulation mainly occurs along natural faults 
and/or fracture networks. Experience in developing and circulating geothermal reservoirs in 
crystalline rock e.g. at Rosemanowes, UK; Soultz-sous-Forêts, France; and Cooper Basin, 
Australia suggests that natural fracture systems control fluid flow and that artificial fractures 
play a minor role in this context (Willis-Richards, 1995; Dorbath et al., 2009; Baisch et al., 2010; 
2015). Percolation through these networks is a function of fracture density, orientation, 
connectivity, aperture, petrophysical conditions and in situ stress. However, evaluating the 
production capacity of fractured basement reservoirs in terms of reservoir extent, flow 
directions and flow rates remains a challenging task. 

Within Task 5.4 ς Ψ5ŜǾŜƭƻǇƳŜƴǘ ƻŦ Models for Fluid Migration in the Sub-ǎǳǊŦŀŎŜΩ ς of the S4CE 
project, we compile structural and numerical models of the sub-surface for the United Downs 
Deep Geothermal Power (UDDGP) project in Cornwall, UK based on available information on 
the local geologic-tectonic settings. The knowledge about sub-surface conditions continuously 
improves in the course of project development. To account for uncertainties of sub-surface 
conditions, a framework is developed where a suite of alternative sub-surface models covers 
the range of parameter uncertainties. Prognoses of the reservoir performance and induced 
seismicity response will be made for the competing models. As new information becomes 
available, the number of sub-surface models decreases and the range of forecasts narrows. 
Ultimately, a single, calibrated fluid flow model will be developed within Task 7.4. The 
framework developed here can help project developers to systematically de-risk their 
geothermal projects. 

Key parameters for characterizing a geothermal reservoir are the hydraulic reservoir properties 
and the associated spatio-temporal hydraulic pressure distribution during operations (testing, 
stimulation and production). Reservoir models typically rely on a limited number of pressure 
measurements at wellbore locations, whereas hydraulic pressure away from wells is a modelled 
parameter and inherently ambiguous (e.g. Horne, 1995). To improve our understanding of in 
situ reservoir pressure, a new methodology is developed within Task 5.4. The so-called Seismo-
Hydraulic tǊŜǎǎǳǊŜ aŀǇǇƛƴƎ ό{Itaύ ǳǎŜǎ ƛƴŘǳŎŜŘ ŜŀǊǘƘǉǳŀƪŜǎ ŀǎ Ψƛƴ ǎƛǘǳ ǇǊŜǎǎǳǊŜ ƎŀǳƎŜsΩ ŀƴŘ 
reveals the spatio-temporal evolution of hydraulic reservoir pressure during geothermal 
operations.  

As project development at UDDGP is delayed, the SHPM methodology was developed and 
tested with data sets from the Cooper Basin (Australia) and from the S4CE field site St. Gallen 
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(Switzerland). The SHPM methodology and the fluid flow models described in this deliverable 
can significantly contribute to the understanding of deep geothermal reservoirs and their safe 
and sustainable management. Our overall workflow is schematically depicted in Figure 1. 

The fluid flow models developed in Task 5.4 are part of the broader S4CE context, where 
different approaches are followed for numerically simulating sub-surface flow, stress changes, 
and induced seismicity.  

As the research project continues and more data becomes available, the seismicity prognoses 
based on the sub-surface model for UDDGP will be validated within WP7. Results from St. 
Gallen-related works will also contribute to the St. Gallen sub-surface model developed in Task 
5.5 by project partner geomecon (for details see Chapter 3). 

 

 

Figure 1: Schematic workflow. Prior to calibration, competing fluid flow models result in a forecast range which will 
narrow in the course of project development. 
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1.2 Deliverable Objectives 

This deliverable D5.2 ς ΨaƻŘŜƭ ŦƻǊ CƭǳƛŘ aƛƎǊŀǘƛƻƴ ƛƴ ǘƘŜ Sub-surfaceΩ ς describes the approach 
to set up models for fluid flow in the sub-surface, the workflow, and the rationale behind it. The 
deliverable includes a framework for making prognoses of reservoir performance and induced 
seismicity response based on the sub-surface information available at a certain stage of 
geothermal project development. 

Part of this deliverable is the development of a new method to infer hydraulic reservoir 
pressure changes from induced seismicity observations (SHPM). The SHPM approach was 
initially intended to be developed using data from UDDGP. However, as drilling at UDDGP was 
delayed (drilling only started in November 2018 instead of early 2018 as planned), the 
methodology of SHPM was first developed and tested with data sets from the Cooper Basin 
(Australia) and from the S4CE field site St. Gallen (Switzerland).  
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2 aŜǘƘƻŘƻƭƻƎƛŎŀƭ !ǇǇǊƻŀŎƘ 

 

In this chapter we describe the methodological approaches used for developing our sub-surface 
fluid flow models. In Chapter 2.1 we describe a new methodology for inferring in situ reservoir 
pressure from induced seismicity observations (SHPM). The applicability of the methodology is 
not restricted to a specific geothermal project. Methodological approaches used for developing 
sub-surface models for the UDDGP site are described in Chapter 2.2.  

2.1 Seismo-Hydraulic Pressure Mapping (SHPM) 

Different approaches were proposed in the scientific literature to relate induced earthquake 
occurrence to hydraulic reservoir properties. For example, Talwani and Acree (1985) and later 
Shapiro et al. (1997) relate the spatio-temporal evolution of induced seismicity to hydraulic 
diffusivity and reservoir permeability (Shapiro et al., 1999). Terakawa et al. (2012) and 
Terakawa (2014) infer hydraulic pressure from focal mechanisms of induced earthquakes (focal 
mechanism tomography, FMT). By calculating stress changes induced by precursory events, 
Hainzl et al. (2012) estimate the pore pressure increase required to trigger swarm earthquakes 
occurring in the Vogtland area, Czech Republic. All of these approaches, however, are strongly 
depending on a priori assumptions regarding in situ stress conditions, namely on the level of 
hydraulic overpressure required to cause seismicity. 

To reduce the dependency on assumptions, we have developed a novel approach as part of this 
deliverable which is based on fracture patches slipping repeatedly during fluid injection. 
Densely spaced clusters of induced earthquakes are commonly observed during fluid injection 
experiments (e.g. Moriya et al., 2002; Deichmann et al., 2014). Frequently, the inter-event 
spacing is much smaller than the source dimensions, indicating repeated slip of the same 
fracture patch. Based on waveform similarity, Baisch et al. (2008) identified a sequence of 
repeated slip induced by high pressure fluid injection at the German deep drilling site 
(Kontinentale Tiefbohrung, KTB). Conceptually, this can be explained by the model of Baisch 
and Harjes (2003), where repeated activation of the same fracture patch is a consequence of 
coseismic stress drop being small compared to the total shear stress acting on the fracture. 
Once activated, the fracture remains close to stress criticality due to a small stress drop. 

Sequences of repeated slip bear the information of stress-strength conditions being in exact 
equilibrium at the time of seismic activation. Immediately after seismic activation, the amount 
of additional stress required to reactivate the fracture (the stress deficit) can in principle be 
deduced from seismogram observations, e.g. using the stress drop parameter in the Brune 
(1970) model. Therefore, the amount of additional stress required to re-activate the fracture, 
the stress deficit, becomes a known parameter. The SHPM method resolves to what extent 
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pore pressure compensates the stress deficit while explicitly accounting for inter-earthquake 
stress interferences. Details of the methodology are provided in Chapter 3.1. 

2.2 Sub-surface Model United Downs 

Prior to drilling the first well, sub-surface conditions at the UDDGP site are subject to 
considerable uncertainty. In particular, the structural complexity of the target fault zone is 
speculative. We consider two end-member scenarios where the target fault zone consists either 
of a single fracture or alternatively of a complex fracture network characterized by the 
statistical properties of a fracture distribution. Although experience from other EGS sites, e.g. 
Soultz-sous-Forêts (Baisch et al., 2010), Cooper Basin (Baisch et al., 2006) and Basel (Häring et 
al., 2008) may favour the single fracture concept, both end-member scenarios are considered in 
our models. 

A formalized framework is developed to outline how new information can discriminate 
between competing sub-surface models and when this information becomes available 
(compare Figure 1 and Figure 11). Major insights are expected when the first well reaches the 
geothermal target. At this stage a much better understanding of the general structure of the 
target fault is expected. 

2.2.1 Geomechanical Model 

Prior to having in situ fracture information for calibrating the numerical model (as part of WP7), 
we follow two different modelling approaches to adequately cover the range of possible sub-
surface conditions. In the first approach we assume that the geothermal target is best 
characterized by a single, large scale fault. In this model, flow is mainly restricted to a planar 
fault structure. If drilling and logging data provide evidence for a single fault scenario, the 
hydraulic fault properties can be calibrated by well-testing and observed SHPM pressure. At the 
current stage (prior to drilling into the fault), we hypothetically assume hydraulic fault 
parameters for the single fault scenario. Using these models, we make forecasts regarding the 
hydraulic performance and induced seismicity response of the system. 

Our second modelling approach covers the scenario where the geothermal target is best 
characterized by a complex fracture network. Associated numerical models are based on 
statistical distributions of fracture parameters (orientation, density, length, aperture) which can 
be calibrated using logging data. These models are not suitable for making forecasts of the 
induced seismicity response, which is inherently determined by the fracture geometries. In 
particular, the largest expected earthquake magnitude is controlled by the maximum available 
fracture surface area, which enters as input parameter in the numerical models. The largest 
expected earthquake magnitude for the fracture network scenario is however expectedly much 
smaller than the one forecasted in the single fault scenario. 
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For assessing the hydraulic performance of a fracture network, the orientation of the fractures 
in the current stress field is of primary importance. Fracture permeability can be qualitatively 
approximated by calculation of slip (Ts) and dilation (Td) tendencies of fracture surfaces in a 
given stress field (Figure 2).  

For example, Ito and Zoback (2000) analyse fracture orientations at the KTB ultradeep borehole 
and find indications that flowing fractures are generally oriented favourable for shear. 

 

 

Figure 2: Slip and dilation tendencies. 

 

2.2.2 Structural Reservoir Model 

Structural reservoir modelling is performed using the software package MOVE developed and 
distributed by Midland Valley Exploration Ltd / Petroleum Experts Ltd.  

The structural reservoir model incorporates relevant horizons, faults, fracture networks and 
well trajectories. Input data are derived from surface mapping, mapping in nearby mines, 
observations in outcrops and the Rosemanowes Hot Dry Rock (HDR) project (fracture network 
characteristics), and surface of top granite from gravity modelling (ETSU 1989, Taylor 2007). 
UDDGP well logging data and induced seismicity data will subsequently be added depending on 
availability in the course of the drilling project.  
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Due to very limited information on discrete fracture geometries in the sub-surface prior to 
drilling, a stochastic fracture modelling approach is performed using fracture characteristics 
observed in outcrops spread over the Carnmenellis granite and the Rosemanowes HDR project.  

Two general fracture networks are distinguished: a background fracture network (bFN) present 
throughout the granite and a fault zone related fracture network (fzFN) resulting from intense 
fracturing during fault activity, of which the latter is assumed to have significant increased 
permeability. Both fracture networks are assumed to be inhomogeneous and anisotropic. For 
defined grid cells (so-ŎŀƭƭŜŘ άƎŜƻŎŜƭƭǳƭŀǊ ǾƻƭǳƳŜǎέύ ŀ ǇŜǊƳŜŀōƛƭƛǘȅ ǘŜƴǎƻǊ ƛǎ ǘƘŜƴ ŎŀƭŎǳƭŀǘŜŘ 
using the geometric methodology of Oda (1985) where individual fractures are weighted by 
their fracture area and transmissivity. 

The structural model represents the backbone of further numerical simulations (fluid flow, 
thermo-hydraulic, SHPM) performed outside of MOVE. 

2.2.3 Numerical Modelling Platform 

In a first step to model the fluid flow in the sub-surface for the UDDGP, the finite element 
software FEFLOW was used to set up a 3D hydraulic model. Major sub-surface objects such as 
geological horizons and fault zones were transferred from the structural reservoir model 
previously built in MOVE. Injection and production well paths were defined according to 
prevailing trajectory planning. Estimates of reservoir properties (e.g. permeability, porosity, 
temperature) were assembled mainly from the Rosemanowes HDR project data and pre-drilling 
planning reports while the fracture network characteristics from the structural model were not 
yet transferred to this hydraulic model.  

hƴŜ ƻŦ ǘƘŜ ǳƭǘƛƳŀǘŜ ƻōƧŜŎǘƛǾŜǎ ƻŦ {п/9Ωǎ tasks associated with the Cornwall field site is to 
calibrate the (thermo-)hydraulic model of UDDGP with the SHPM-derived spatio-temporal 
pressure distribution. Both for Task 5.4 and Task 7.4 it was thus important to couple 
geomechanical processes and the occurrence of induced seismicity with the sub-surface fluid 
flow models. As the interface between seismo-hydraulic and thermo-hydraulic processes is, 
however, not featured in FEFLOW, alternative software packages OpenGeoSys and COMSOL 
Multiphysics® were tested, focusing on their ability to couple hydraulic and seismic processes. It 
was then decided to use COMSOL Multiphysics® for the subsequent seismo-hydraulic and later 
thermo-hydraulic simulations.  

2.2.4 Modelled Fracture Complexity 

For the scenario where the target fault mainly consists of a single fracture we closely follow the 
numerical modelling approach developed previously for the Soultz-sous-Forêts EGS (Baisch et 
al., 2010): Pressure diffusion is restricted to a single target fault and mechanical processes are 
simulated with a slider-block approach. All deformations are assumed to be seismic. The 
numerical model yields the hydraulic pressure diffusion during geothermal operations as well as 
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the induced seismicity (time, location, magnitude, slip area). After calibration (within Task 7.4), 
the numerical model can be coupled to simulate the thermal performance during production.    

For the alternative discrete fracture network (DFN) scenario, a sufficiently sized and well-
connected fracture network above percolation threshold is required to allow fluid flow on a 
reservoir scale. A DFN can be a realistic description of fracture parameter (orientation, size, 
aperture) and fracture network characteristics (fracture set orientation, density, spacing, 
connectivity) and can be derived by direct observations at outcrops or from geophysical 
imaging along wellbores. Modelling fluid flow in a DFN may be performed in two ways (e.g. 
Zeeb, 2013): The first (deterministic) approach is a direct simulation of fluid flow on fractures of 
a DFN assuming zero matrix permeability. The second (statistical) approach does not directly 
simulate fluid flow on fractures. Instead, an equivalent permeability grid is used to represent a 
DFN. This continuum approach requires calculation of equivalent grid-based permeability 
tensors from a DFN.  

In order to model fluid flow in the Porthtowan fault zone once data from drilling becomes 
available, we will use a hybrid approach combining both approaches, where the DFN of the 
Porthtowan fault zone is superimposed on the background fracture network, represented by a 
continuum model, of the Carnmenellis granite. Properties of the continuum model are derived 
from outcrop studies and observations made in the Rosemanowes HDR project, calculation of 
the 3D permeability tensor, and subsequent upscaling. Figure 3 summarizes the DFN modelling 
workflow. 

 

 

Figure 3: Overview of the DFN modelling workflow.    
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3 {ǳƳƳŀǊȅ ƻŦ !ŎǘƛǾƛǘƛŜǎ ŀƴŘ wŜǎŜŀǊŎƘ CƛƴŘƛƴƎǎ 

  

Explanatory notes: 

¶ Due to the delay of the start of drilling at United Downs, structural modelling for the 
UDDGP could not be completed in time for deliverable D5.2. A wealth of important 
structural data is expected from geophysical measurements in the wells. The structural 
model will be updated accordingly prior to finally calibrating the model within Task 7.4. 

¶ Since no induced seismicity data from UDDGP has been obtained so far, the SHPM 
methodology had to be developed using an alternative dataset from the Cooper Basin, 
Australia, which was available in high-level processed form. The chosen data set is one 
of the largest and best controlled existing induced earthquake data sets in the context 
of EGS. The data set is particularly suited for testing novel approaches such as SHPM. 

¶ After the SHPM methodology was developed, we applied it to data from the S4CE 
fieldsite St. Gallen. Besides testing the performance of the SHPM methodology, a main 
ƻōƧŜŎǘƛǾŜ ǿŀǎ ǘƘŀǘ ǘƘŜ ǊŜǎǳƭǘƛƴƎ ΨǇǊŜǎǎǳǊŜ ƻōǎŜǊǾŀǘƛƻƴǎΩ Ŏŀƴ ŘƛǊŜŎǘƭȅ ŜƴǘŜǊ ƛƴǘƻ ǘƘŜ {ǘΦ 
Gallen numerical models developed within Task 5.5 by S4CE partner geomecon.  

¶ Operational plans for the UDDGP drillsite changed close to the completion of this 
report. While the seismicity prognosis was initially carried out under the assumption 
that the injection well would be finished and tested prior to drilling the production well, 
the project developer decided in December 2018 to first drill the production well and 
subsequently drill the injection well. Thus, we additionally compiled a prognosis for 
hydraulic operations in the production well.  

3.1 SHPM Development 

The SHPM methodology is a new approach developed within Task 5.2. Chapter 3.1.1 describes 
the theory and Chapter 3.1.2 its application to the Cooper Basin test data set. These chapters 
are an excerpt from a more detailed manuscript submitted to Journal of Geophysical Research 
(JGR). 

In the course of developing SHPM it turned out that our initial strategy, as outlined in the S4CE 
research proposal, is not feasible in case of pronounced reservoir seismicity. Initially, we 
intended to base the methodology on repeating earthquake sequences, without accounting for 
stress contributions from neighbouring earthquakes. Using our test data set we realized that 
the stress-reload from neighbouring earthquakes has a larger impact than anticipated. If not 
properly accounted for, it leads to overestimating fluid pressure changes. Therefore, we had to 
modify our initial concept as detailed in the following chapter. 
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3.1.1 Theory 

Consider an arbitrary patch S on a fault which is repeatedly activated in the course of 
continuous pore pressure increase. Let ti όƛҐмΣнΣоΧΣƴύ ŘŜƴƻǘŜ ǘƘŜ ǘƛƳŜ ƻŦ ǎŜƛǎƳƛŎ ŀŎǘƛǾŀǘƛƻƴΣ 
then the critical stress state prior to failure can be described by Coulomb friction as 

Equation 1 ti/(si-Pi)=m 

with ti, si and Pi denoting shear, normal stress and fluid pressure at time ti. Cohesion is 
neglected and the coefficient of friction is assumed to remain constant throughout the 
(re)activation sequence. It should be noted that resolving Pi directly from Equation 1 is not 

practicable since it primarily reflects a priori assumptions of stress conditions on S. 

Using Equation 1, the relative change of fluid pressure on S between the critical stress state at 
times ti and tj can be expressed by the relative change of shear and normal stresses: 

Equation 2 Dt
ƛƧ
 Ґ tƧ-tƛ Ґ DsƛƧ - DtƛƧ

/m . 

Equation 2 provides the basis for the SHPM methodology. In the context of human-induced 
seismicity, stress changes on the right-hand side of Equation 2 result from induced 
deformations, which in principle are observables.    

The stress changes can be expressed by a contribution resulting from slip on S initialized at ti 

and a contribution resulting from deformations occurring outside S between time ti and tj: 

Equation 3 Dtij = Dti
S + DtijṘ

S 

Dsij = Dsi
S + DsijṘ

S. 

The co-seismic stress changes on S can in principle be determined from seismogram recordings. 

Similarly, the seismic dislocation induced on fault patches outside S can be determined from 

observations and subsequently be related to stress changes on S using numerical modelling. 

In our test data example, induced earthquakes occur on the same, large-scale fault and share a 
common rake direction. This scenario can be approximated by a slider-block model, where the 
large-scale fault consists of many smaller fault patches which may slip independently but are 
mechanically coupled to their neighbours (Burridge and Knopoff, 1967; Bak and Tang, 1989). 
The stability of a fault patch is controlled by Equation 1. Slip occurs whenever the resolved 
shear stress on a patch exceeds the frictional strength. The shear stress resolved on the patch is 
thereby reduced by the amount of stress drop and shear stress on the neighbouring patches is 
increased due to mechanical coupling. Assuming a homogeneous, elastic half space, the stress 
ǘǊŀƴǎŦŜǊ ǇŀǘǘŜǊƴ ƛǎ ŘŜǘŜǊƳƛƴŜŘ ǳǎƛƴƎ hƪŀŘŀΩǎ όмффнύ ǎŜƳƛ-analytical solutions. The resulting 
pattern for shear stress (Figure 4) is very similar to the one determined by Wassing et al. (2014) 
using a finite element numerical model.  
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The total amount of stress contributions DtijṘ
S and DsijṘ

S results from summing up the stress 

contributions of all earthquakes occurring during the time interval ti,tj outside S. Note that 

DtijṘ
S and DsijṘ

S correspond to a stress re-load and generally have opposite signs to Dti
S and 

Dsi
S. The amount of normal stresses redistributed is considered to be of secondary order for 

our test data example. 

 

 

Figure 4: Sketch of stress redistribution for slip on the central patch. Amount of shear stress redistribution is 
indicated in percentage of the stress drop on the central patch. The two circles indicate spatial distance scaled to 
source radius r as referred to in Chapter 3.1.2. 

3.1.2 Application 

The first test data set for applying SHPM stems from the EGS project in the Cooper Basin, 
Australia. Geothermal exploration in the Cooper Basin was performed between 2002 and 2013. 
Six deep wells were drilled into the granite to a depth level of 3,629 ς 4,852 m and several 
large-volume hydraulic stimulations were conducted to enhance the hydraulic conductivity in 
the sub-surface, thereby inducing about 75,000 earthquakes in the magnitude range ML-2.3 to 
ML3.7. A detailed description of the stimulation experiments is presented by Baisch et al. (2006; 
2009; 2015). These studies provide evidence that most of the induced seismicity is consistent 
with a relatively simple model where seismic deformation occurs on a single plane and is driven 
by the regional stress field. As outlined by the spatial distribution of induced seismicity, the 
plane is oriented sub-horizontal, dipping 9° towards SW (Baisch et al., 2009). Fault plane 
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solutions indicate shallow thrust faulting consistent with the approximate E-W orientation of SH 
in the Cooper Basin as determined from borehole breakouts and drilling-induced tensile 
fractures (Reynolds et al., 2005). For testing SHPM we use data from the most recent hydraulic 
stimulation of the well Habanero#4 (Baisch et al., 2015).  

Based on the circular crack model of Brune (1970), seismic moment was determined by fitting 
S-ǿŀǾŜ ǎǇŜŎǘǊŀ ǿƛǘƘ ŀ ˖2 model. Corner frequencies, and hence source radii r and stress drop 

Dt, could not be determined reliably using the Brune model due to signal attenuation of the 
high frequencies. Instead, a constant stress drop value was assumed in our analysis. Within a 
sensitivity analysis we demonstrate that SHPM results are not strongly depending on the stress 
drop assumption. 

 

Figure 5: Cumulative shear slip induced by the stimulation of Habanero#4 (9 September 2012 to 4 December 2012) 
looking from an angle of view perpendicular to the shearing plane. The horizontal coordinate system is aligned 
with an assumed SH direction of 110° N. The arrow indicates North direction. Shear slip is displayed in millimeters 
according to the grey map which is saturated at 250 mm. The peak value is 340 mm. The star denotes the location 
of the well Habanero#4. The dashed contour line denotes the main region of seismic activity as outlined by the 
hypocenter distribution.  
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Figure 5 shows a map of the cumulative shear slip associated with the induced seismicity during 
the hydraulic stimulation of the Habanero#4 well assuming that all seismicity occurred on the 
same planar structure with the same slip direction. The cumulative slip induced during the 
Habanero#4 stimulation exceeds several centimetres over a large region of the reservoir and 
reaches a peak value of 34 cm close to the injection well. Given that the Brune model yields 
sub-millimeter to about 7 mm slip for an earthquake in the magnitude range under 
consideration, observed cumulative slip values provide evidence for the occurrence of 
pronounced repeated slip. 

For applying SHPM, hypocenters of all 20,736 seismic events were projected onto the best-
fitting plane determined by linear regression. Subsequently, projected hypocenters were 
rotated into the horizontal plane and the coordinate system was aligned with the SH direction. 

A rectangular grid with 10 m spacing was introduced and the grid cells Si associated with the 
slip area 

Equation 4 A=p*((7*M 0)/(16*Dt))^(2/3)   

of each individual event were identified with M0 denoting the scalar seismic moment. Given 

that the individual stress drop Dt could not be resolved, the same (arbitrary) stress drop value 
of 0.47 MPa was initially assumed for all events. To account for the inherent error resulting 
from approximating a circular slip area with rectangular grid cells, conservation of seismic 
moment M0 was required and the event-specific stress drop values were adjusted such that the 
seismic moment of the circular and rectangular slip geometries were the same. Resulting 
variations of the stress drop are generally smaller than 0.0026 MPa. 

Seismic events were sorted in chronological order and shear stress changes according to 

Equation 3 were determined iteratively: For each event i, the stress drop Dti was subtracted 

from all grid cells Si associated with event i. Subsequently, the stress propagator shown in 

Figure 4 was applied to simulate the shear stress transfer DtiṘ
S to adjacent grid cells. For this, 

the propagator pattern was scaled to the source radius r of the i'th event as indicated in Figure 
4. Changes in normal stress were assumed to be of secondary order and were thus neglected. 

Equation 2 was used to solve for inter-event fluid pressure changes Dt
ƛƧ
 on those grid cells 

slipping repeatedly in the course of events i and j. A constant coefficient of friction of m = 0.8 

was assumed. The resulting distribution of fluid pressure changes Dt (r, t) is non-equidistantly 

sampled in space r and time t.  

In a first step, the temporal evolution of fluid pressure on each individual grid cell was linearly 

interpolated to a common time vector with 1 hour spacing. Figure 6 shows the resulting Dt (r, 
t) at five different locations and the injection pressure measured at the wellhead of 
Habanero#4. Two factors need to be kept in mind when comparing reservoir pressure with 
wellhead pressure. Firstly, the injection well was overpressured by about 34 MPa prior to 
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injection. And secondly, temperature-density effects associated with cooling the well increase 
the downhole pressure compared to the pressure measured at the wellhead. The actual 
downhole pressure at reservoir level may be up to several megapascals higher than indicated 
by the wellhead pressure. Despite these limitations, the wellhead pressure is considered to be a 
good indicator for downhole pressure within an uncertainty of a few megapascals.   

At locations 1 and 2 near the injection well, repeated slip occurred already at an early stage of 
the pre-stimulation on 14 November 2012. Inferred pressure changes at these locations are 
predominantly positive, leading to a systematic increase up to the level of 20 - 25 MPa. On 
average, the temporal evolution of the pressure at these locations appears to be consistent 
with the evolution of the wellhead pressure. On a smaller scale, however, negative pressure 
changes of smaller magnitude occur. These are interpreted to result from the idealized source 
geometry and the constant stress drop assumption inevitably leading to errors in mapping the 
slip distribution of individual events. As more neighbouring earthquakes with overlapping 
source area occur, however, the impact of the individual source geometry tends to average out.  

The pressure evolution at the more distant locations 3 and 4 exhibits similar characteristics. As 
could be expected from a hydraulic diffusion process, the amplitude of the pressure signal 
decreases and the delay increases with distance from the injection well. A remarkably different 
signature is observed at location 5 near the Eastern rim of the zone of seismic activity. Here, 
pressure changes are predominantly negative implying a large shear stress accumulation which 
is not compensated by seismic slip. This region was previously associated with stress 
concentrations, which were interpreted to reflect a structural limit of the fault zone (Baisch et 
al., 2015). 

Figure 7 shows the spatial distribution of pressure changes at four different times. No 
information exists at grid cells where either no repeated slip has occurred at a given time, or 
where the repeated slip sequence has already terminated. Associated grid cells are displayed in 
white. It should be noted that the pressure changes are stated relative to the pressure level at 
which the first slip occurs, which can vary over the grid. At an early stage of the injection, 
pressure increase is concentrated within a few hundred meters of the injection well (Figure 7 A) 
and propagates outwards with increasing injection time. The pressure pattern is not radial 
symmetric but appears to be dominated by distinct pressure channels (Figure 7 B, C). It is not 
finally clear why overpressures are not exactly centred at the injection point. As a possible 
explanation, the observed offset of about 100 m between injection well and the region of 
highest overpressure might be caused by a systematic bias of hypocenter locations resulting 
from the assumed seismic wave velocity model (see Baisch et al., 2015 for details regarding the 
hypocenter location procedure).  

The grey map is saturated at 25 MPa approximately corresponding to the maximum injection 
pressure at reservoir level determined from Figure 6 (ignoring the short pressure peak on 27 
December 2012). At a few locations the pressure change inferred from repeated slip exceeds 25 
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MPa with a maximum value of 35 MPa. These peak pressure values contradict basic physical 
principles and will be discussed in more detail below. 

Positive pressure changes are frequently accompanied by small-scale negative changes on 
adjacent patches, which is attributed to the inaccuracy of stress mapping discussed above.  

As discussed by Baisch et al. (2009), the impact of the assumed stress drop on the cumulative 
slip distribution tends to average out if the slip area of neighbouring earthquakes is 
overlapping. The inferred pore pressure evolution benefits from the same averaging effect. This 
is demonstrated in Figure 8 showing the spatial distribution of the maximum fluid pressure 
change at each grid cell for three different constant stress drop models of 0.1 MPa, 0.47 MPa 
and 1.0 MPa, respectively. As noted above, any interpretation of the spatial pattern is 
conditional upon the reference pressure being the same over the entire grid. 

Although maximum pressure values deviate on a smaller scale, the same dominant pressure 
channels are resolved in the two models based on 0.47 MPa and 1.0 MPa stress drop, 
respectively. When assuming a stress drop of 0.1 MPa, the spatial distribution of pore pressure 
is smoother and the pressure channels can be identified within a distance of approximately 500 
m from the injection well only. On average, the absolute magnitude of overpressure is relatively 
insensitive to the stress drop models tested here. On a local scale, however, the higher stress 
drop models (i.e. 0.47 MPa and 1.0 MPa) exhibit larger spatial fluctuations of the inferred 
pressure. In an extreme case, the inferred pressure varies between positive and negative values 
on adjacent grid cells. This is interpreted to result from the decreasing number of repeated slips 
associated with the higher stress drop models. In the 0.1 MPa stress drop model, the maximum 
number of slip repetitions on a grid cell is 470. This value decreases to 193 and 128 repetitions 
in the 0.47 MPa and 1.0 MPa stress drop models, respectively. Consequently, the averaging 
effect decreases with increasing stress drop. 

Despite some data scattering, the spatio-temporal evolution of fluid overpressure resolved by 
SHPM is plausible in the sense that (i) maximum pore pressure is obtained near the injection 
well and tends to decrease with distance from the well, (ii) the magnitude of pore pressure 
increase is approximately consistent with the injection pressure, (iii) the temporal evolution of 
pressure increase follows the signature of the injection pressure while the delay of the pressure 
signal increases with distance from the injection well.  
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Figure 6: (top:) Temporal evolution of fluid pressure determined from repeated slip at the five locations in the reservoir indicated in the small figure inset. 
(bottom:) Temporal evolution of the wellhead pressure during stimulation of the Habanero#4 well. See text for details. 
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Figure 7: Spatial distribution of fluid pressure inferred from repeated slip in map view. Overpressures are shown at four different times during the Habanero#4 
stimulation and are stated in megapascals according to the grey map which is saturated at 25 MPa. The star denotes the location of the well Habanero#4. The 
dashed contour line denote main region of seismic activity as outlined by the hypocenter distribution. Arrow indicates North direction. See text for details. 
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Figure 8: Spatial distribution of maximum fluid pressure inferred from repeated slip in map view. The time at 
which the maximum fluid pressure is reached varies over the reservoir. Pressure is stated in megapascals 
according to the grey map. The star denotes the location of the well Habanero#4. The dashed contour line 
denotes main region of seismic activity as outlined by the hypocenter distribution. Arrow indicates North 
direction. A constant stress drop of (A) 0.1 MPa, (B) 0.47 MPa and (C) 1.0 MPa was assumed for determining 
fluid pressure. See text for details. 

 

  

  






















































