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1 LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 General context 

Underground pressurized injections at depth are widely usednowadays in various geo-energy 
operations. In geothermal energy production in Enhanced Geothermal Systems (EGS) cold 
water is pumped down to hot rocks and the heated water or steam is taken back. In 
conventional exploitation of hydrocarbons water injections are used to maintain reservoir 
pressure. In unconventional exploitation of hydrocarbons, the injections are used to fracture 
rocks giving gas or oil the way to flow to receiving wells. The use of pressurized injection in 
connection with underground storage of liquids and gases including Carbon Capture and 
Storage (CCS) projects is quite obvious. The deep underground injections of liquids and/or 
gases often lead to induced seismicity. Injection induced seismicity enhances rock-mass 
permeability. When this process is under control, it provides a positive effect e.g. increases 
the surface on which heat exchange takes place at depth in EGS-s or enables gas acquisition 
in unconventional hydrocarbon extractions. If, however, this process becomes uncontrolled, 
it can shift  towards generating higher magnitudes thence increasing seismic hazard. On the 
other hand, if the seismic fractures coalesce into fluid migration pathways of undesired 
directions, this may lead to an undesired migration of fluids. When the migrating fluids reach 
pre-existing faults, by decreasing fault strength, can trigger ruptures and produce major 
seismic events. Also, the migrating fluid can contaminate groundwater resources. It is 
therefore of paramount importance to understand mechanisms of fracture network 
development caused by the pressurized injections.  

Within the S4CE consortium DŜƭƛǾŜǊŀōƭŜ 5сΦс άReport on tracking fluid pathways and rapid 
fluid transportέ summarizes research and development activities and the obtained results of 
the works ŎŀǊǊƛŜŘ ƻǳǘ ōȅ ǘƘŜ ǇŀǊǘƴŜǊ LD t!{ ƛƴ ǘƘŜ ŦǊŀƳŜǿƻǊƪ ƻŦ ¢ŀǎƪ сΦр άAssessing rapid 
fluid transport probability and tracking fluid pathways in the rock massέ of Work Package WP6 
άImplementation of Novel TechnologiesέΦ ¢ƘŜǎŜ ǿƻǊƪǎ ƘŀǾŜ ǊŜǎǇƻƴŘŜŘ ǘƻ ǘƘŜ ŀƛƳǎ ƻŦ the 
S4CE project, namely to quantify the likelihood of environmental risks ranging from fugitive 
emissions, water contamination, induced micro-seismicity, and local impacts, specifically 
undertaking problems of fracture network development caused by injections.  

 

1.2 Deliverable objectives 

Within the general aim of Task 6.5, which is to study the fracture network development 
considered as a response of the rock mass to injections of fluid at depth, the specific 
objectives of Deliverable D6.6 are: 

1. To investigate mechanisms of fracture growth; 

2. To investigate relationships between a potential to build far-reaching pathways for fluid 

migration and injection rates; 

3. To test the potential of 3D numerical modeling to recover details of stress field evolution 

in a seismically active (rupturing) material; 

4. To further develop, test and evaluate efficiency of back-projection of seismic waves as an 

independent method for estimating parameters of seismic rupture in the case of small 

anthropogenic seismic events.   
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2 aŜǘƘƻŘƻƭƻƎƛŎŀƭ ŀǇǇǊƻŀŎƘ 

 

The methods used in this deliverable situate the presented study in the general framework of 
analyses of observed data and of conclusions drawn from these analyses. Because the aim 
has been to investigate relationships between pressurised injections seen as the cause, and 
seismicity seen as the effect, the selection of data played a crucial role. The data for the 
studies consisted of: 

1. The seismic and injection data from the NW part of The Geysers geothermal field (TG) in 

California, USA. The seismic data was the improved catalog (Martínez-Garzón, et al., 

2014b; Kwiatek, et al., 2015), which in addition to occurrence times, hypocenter 

coordinates and magnitudes provided focal mechanisms and static stress drops of the 

events. The injection data was the injected volumes daily into two injection wells 

operating in space- and time correlation with seismic data. This dataset has been used to 

study the mechanisms of fracture growth and the potential to build far-reaching 

pathways for fluid migration in relation to injection rates (Objectives #1 and #2); 

 

2. The results of laboratory true triaxial compressive test (Kwiatek et al., 2014)to analyze 

the potential of 3D numerical modeling for tracking the evolution of stress field in a 

seismically rupturing material (Objective #3); 

 

3. The waveforms of seismic events induced by injections in TG to further develop and adapt 

to small seismic events back-projection of waves methods for estimating parameters of 

seismic rupture (Objective #4). 

The data listed as #1 and #3 are available on the IS-EPOS platform of Thematic Core Service 
Anthropogenic Hazards, https://tcs.ah-epos.eu (Episode: THE GEYSERS Prati 9 and Prati 29 
cluster, doi:10.25171/InstGeoph_PAS_ISEPOS-2017-011, and Episode: THE GEYSERS, 
doi:10.25171/InstGeoph_PAS_ISEPOS-2018-001,respectively). 

Various analytical methods have been used. Objectives #1 and #2 have been assessed with a 
help of heavy statistical methods. A novel approach here was the use of transformation to 
equivalent dimension, the technique which, based on a probabilistic equivalence of the 
parameters that scale differently, transforms these parameters to [0,1] hypercube in which 
the distance between any two objects is the Euclidean metric (Lasocki, 2014).To reach 
Objective #3 the numerical modelling was carried out using FLAC3D, Version 5.0 software. 
The studies within Objective #4 have been based on the back-projection technique as 
presented e.g. by Ishii et al. (2005). 

  

https://tcs.ah-epos.eu/
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3 {ǳƳƳŀǊȅ ƻŦ ŀŎǘƛǾƛǘƛŜǎ ŀƴŘ ǊŜǎŜŀǊŎƘ ŦƛƴŘƛƴƎǎ 

3.1 Objective 1: Fracture growth mechanisms1 

Seismicity induced by geo-engineering operations may be hazardous for people, 
infrastructure and the environment (Lasocki and Orlecka-Sikora, 2020). A partial review of 
events associated with anthropogenic activities has for example been compiled by Porter et 
al (2019).  

The crucial information for assessing induced seismic hazards and related risks is knowledge 
of the time-dependent strength of rocks and the deformation due to fluid injection. Our 
studies of seismic and injection data from a geothermal field indicate that pressurized 
injections can lead to rock fracturing at stress levels below the rock toughness, i.e., subcritical 
fracture growth (SFG). We found a relation between the rate of SFG and the injection rate. 
We focused on the seismicity observed at TG. So, we considered injection-induced events as 
a series of local dynamic jumps in rupture length, localized along the rim of a larger-scale 
quasi-statically growing rupture. This distinction between single and systemized rupture was 
previously proposed by Main et al., (1993) who applied such logic to infer stress corrosion 
indices for SFG in laboratory compression experiments for a fractal ensemble of cracks. The 
rate of inferred incremental lengths associated with intermittent rupture propagation as a 
function of inferred underlying total rupture length was analysed. We related changes in the 
scaling between the two, to demonstrate an approximate power law relation between the 
ǘǿƻΣ ŎƻƴǎƛǎǘŜƴǘ ǿƛǘƘ /ƘŀǊƭŜǎΩ ƭŀǿ (Charles, 1958) for SFG in the case of slowly varying applied 
stress. Providing evidence for subcritical mixed-mode fracture growth at TG, we evaluated 
the impact of the injection rate on SFG and on the magnitude of analysed earthquakes. We 
found that SFG is governed by the changes in stress due to the injection of water into the 
reservoir, and we provided the relation between the injection rate and the fracture growth 
rate. 

3.1.1 Dataset and methods 

We investigated the development of fractures in the sub-surface using seismic data recorded 
in the northwestern part of TG in California, USA, related to large-scale, long-term fluid 
injection into two wells, Prati-9 and Prati-29. These wells experienced three phases of the 
injection activity 

¶ Phase F1 from 10 December 2007 to 10 April 2010, in which only Prati9 was operational, 

¶ Phase F2 from 11 April 2010 to 21 June 2013 with simultaneous injections into both 

wells, 

¶ Phase F3 from 11 June 2013 to the end of the study period, in which only Prati9 was 

operational. 

Prior studies suggested that the seismicity in TG results from the thermoelastic and 
poroelastic effects that influence the local stress field in the vicinity of the injection wells (e.g., 
Jeanne et al. 2014; Kwiatek et al. 2015; Leptokaropoulos et al. 2017).  

                                                      

1 This material has been published as Orlecka-Sikora, B. & Cielesta, S. όнлнлύ άEvidence that the injection-
induced earthquakes rupture subcriticallyέ. Scientific Reports, accepted and being published in open 
access. 
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We considered two of the injection cycles described in Martínez-Garzón et al.(2014b). We 
select these cycles because they frame the most intensive fluid injection into the reservoir, 
resulting in a large number of seismic events. In total, 509 seismic events occurred in the 
period betweenApril 2008 and October 2011. The cycles include peaks of fluid injection during 
twodifferent periods, i.e., when only the Prati-9 well is active and when both wells Prati-9 and 
Prati-29 are operating. Moreover, detailed technological activity data during these periods 
are available in the literature. Each cycle is divided into three stages: preceding, during, and 
following peak injection. The selected cycles exhibiting these stages are presented in Fig. 1, 
along with the daily injection data. 

 

 

Figure 1: Hypocenter distribution of seismicity: (A) map view and (B) south-north section. (C) The daily injection data for 

Prati-9 and Prati-29 between November 2007 and April 2012. Green-orange-blue rectangles frame the stages: preceding, 

during, and following peak injection, respectively, of the two analyzed injection cycles. 

 

Our considerations of SFG refer to system-sized ruptures; thus, we used the fracture networks 
identified in TG by Orlecka-Sikora et al. (2019). Because the reservoir rocks in TG are highly 
fractured, the authors assumed that its fractures propagate along pre-existing fractures, 
which has also been suggested to be the dominant mode of failure at the crustal level 
(Atkinson, 1984). These fractures, referred to here as a fracture network (FN), are assumed 
to represent the damage in the vicinity of the same system-sized ruptures. In the cited work 
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fracture networks were identified using hierarchical clustering. This approach resulted in the 
identification of 13 FN in the time period we are focused on here. 

3.1.2 Results and Discussion 

In subcritical hydraulically driven fracture growth, a fracture grows due to either an increase 
in fluid pressure or a decrease in normal stress (e.g.,Secor, 1965; Engelder, T. &Lacazette, 
1990). The long-term loading of ǇƻǊŜ ŦƭǳƛŘ ǎǘǊŜǎǎŜǎ ŀƴŘ ǘƘŜǊƳŀƭ ǎǘǊŜǎǎŜǎ Ŏŀƴ ǿŜŀƪŜƴ ŀ ǊƻŎƪΩǎ 
resistance to fracture. These mechanisms have been shown to be responsible for the 
seismicity observed in TG (e.g.,Martínez-Garzón. et al. 2014b; Kwiatek et al. 2014; Staszek et 
al. 2017). Previous studies of seismic moment tensors in TG revealed a mixed-mode fracture 
mechanism(Ross et al., 1996; Johnson, 2014). Laboratory experiments have determined that 
the values of the parameters for mode II and mode III SFG are similar to the corresponding 
values of mode I SFG regardless of the loading configuration or specimen 
geometry(Ko&Kemeny, 2011). Based on these results, we assumed that the constitutive 
equations describing subcritical tensile crack growth hold for all three fundamental modes of 
lƻŀŘƛƴƎΦ ¢ƘŜ Ƴƻǎǘ ǿƛŘŜƭȅ ǳǎŜŘ ƳƻŘŜƭ ƛǎ /ƘŀǊƭŜǎΩ ǇƻǿŜǊ ƭŀw (Charles, 1958), which describes 
ǘƘŜ ŎǊŀŎƪ ǘƛǇ ǾŜƭƻŎƛǘȅ ƛƴ ŀ ǎǳōŎǊƛǘƛŎŀƭ ǊŜƎƛƳŜΦ /ƘŀǊƭŜǎΩ ƭŀǿ Ŏŀƴ ōŜ ŎƻƴǎƛŘŜǊŜŘ ƛƴ ǘƘŜ ŦƻƭƭƻǿƛƴƎ 
form, which describes the rate at which a fracture grows 

ὺὸ ὅϽὰ,  (1) 

where ὰ is the fracture length or diameter; ὥ is the growth exponent, which is related to the 
stress corrosion index ὲ by ὥ ὲȾς, and ὅ is the parameter that depends on the stress state. 
The acceleration of fracture length is predicted by solving Eq. 1, as 

ὰ ὰρ Ⱦ  , (2) 

where ὰ is the initial fracture length at time ὸ π and ὸ is the failure time (Das & Scholz, 

1981). In the case of constant stress, instability can develop if ὲ ς. Therefore, if the average 
increase in fracture unit length over time is high, it would lead to sudden unstable fracture 
propagation, resulting in a runaway earthquake.  

The fracture length is proportional to the cube root of the seismic moment, ὓ . The relation 
between ὓȟ and the seismic source dimension, ὶȟ for the analysed dataset was provided by 
Kwiatek et al.(2014). The moment magnitude is calculated from ὓ using the equation 
proposed by Hanks and Kanamori (1979): ὓ ÌÏÇὓ ωȢρȾρȢυ. We focus on the 
fracture network growth rate. The criteria applied to identify fracture networks by Orlecka-
Sikora et al.(2019) allowed us to track the coseismic increases in fractures that occur during 
seismic events. In our considerations, rupturing due to seismic events builds a fracture 
network. Such an approach is in line with the observations of injection-induced seismicity and 
the results of laboratory experiments. Hence, the complexity of fracture growth directly 
reflects the complexity of the developing network structure. We consider the growth rate for 
every FN identified by Orlecka-Sikora et al. (2019) during each injection stage in both cycles. 
To reduce the data scatter, especially that in the injection rate loading data, when considering 

, we used the observed average increase in FN length per unit time during a particular stage 

of injection as follows 
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ὺ ȟЎ ὰ
В

В
ὅϽὰ,  (3) 

where Ὥ ρȟȣὲ is the number of observed increases in FN in Ўὸ time period due to constant 
loading, which is assumed using the mean injection rate (άὍὙ) in Ўὸ. The FN propagates with 
the mean velocity of ὺ  in Ўὸ, and ὰ is the total length of FN in time ὸ. The SFG parameters 
ὥ and ὅ are determined based on the slope and intercept of the linear regression through all 
ÌÏÇ ὺ ȟЎ  values versus ÌÏÇὰ values.  

3.1.2.1 Evidence for SFG 

We observed two types of patterns for the dependencyÌÏÇὺὺίȢÌÏÇὰ; the most common 
one islinear, and the second is close to an experimentally derived characteristic ὑὺίȢὺ 
diagram for tensile SFG, which has three distinct regions of ὑὺίȢὺ dependency(Atkinson, 
1984), where ὑ is the stress intensity factor (Fig. 2b). Generally, the stress intensity factor at 
the crack tip is proportional to the applied stress and the square root of the fracture length 
(Eq. 3). The complete ὑὺίȢὺ diagram for tensile SFG derived from studies of glass is assumed 
to hold for all three fundamental modes of crack displacement, although there is little 
evidence to support this assumption (Atkinson, 1984). The behaviour in region 1 (the area 
marked as 1 in Fig. 2b) is assumed to be controlled by the rate of stress corrosion reactions at 
the crack tips. Region 2 (marked as 2 in Fig. 2b) is controlled by the rate of transport of reactive 
species to the crack tips. In region 3 (marked as 3 in Fig. 2b), crack growth is mainly controlled 
by mechanical rupture. Most experimental data obtained from studies of tensile SFG in rocks 
appear in region 1 or region 3 on the ὑ ὺίȢὺ diagram. Region 2, which corresponds to the 
diffusion process, is very rarely observed in rocks (Atkinson, 1984).  

Of the 66 fracture network growth periods associated with the stages of a particular injection 
cycle, we estimated the values of the growth exponent ὥ and the parameter ὅ for 33 cases 
(Fig. 3). The results revealed a cyclic-like pattern in the relation between the growth exponent, 
ὥ, and the mean injection rate, άὍὙȟ in the stage. In the first range of άὍὙ values (Pattern 1 
in Fig. 3), which reach up to approximately χϽρπÍȾÄÁÙ, the relation between the injection 
rate and the growth exponent is ὥ πȢρυ πȢρϽάὍὙ. The Spearman correlation coefficient 
between the injection rate and the growth exponent is 0.9 and is statistically significant. Then, 
at injection rates ranging from τȢυ χȢυϽρπÍȾÄÁÙ (Pattern 2 in Fig. 3), the relation is 
repeated with higher scatter, with a statistically significant correlation coefficient of 0.7. 
When άὍὙ exceeds ψȢπϽρπÍȾÄÁÙ (Pattern 3 in Fig. 3), we the correlation coefficient 
between άὍὙand ὥis 0.3 and is not significant. When άὍὙ is standardized within Patterns 1 
to 3, the relationship between άὍὙ and ὥ is statistically significant with a correlation 
coefficient of 0.5; the value of ὥ is equal to approximately πȢφ, with a standard deviation of 
0.02, and the value of ὅ πȢπς, with a standard deviation of 0.006. Although the values of 
the ὅ parameter range from ςϽρπ ςϽρπ, they generally decrease with άὍὙ.  

3.1.2.2 Seismic potential of SFG in TG ς the maximum subcritical magnitude 

To infer the largest magnitude of the intermittent rupture network, we applied a theoretical 
scaling relation between the largest arrested magnitude of an earthquake, ὓ , and 
the injection volume developed by Galis et al.(2017). Since the SFG exponent provides insights 
into the fracturing process, we propose to modify the formula of Galis et al.(2017)by 
incorporating into the formulathe ὥ parameter describing the rate of fracturing process. 
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Figure 2: Characteristic patterns of the proxy of crack velocity/normalized stress intensity diagram for SFG in TG. (A) Data 

represent growth of 3 fracture networks during 2 stages preceding and 1 stage following peak injection during cycle I; (B) 

Data represent growth of 2 fracture networks during stage exhibiting peak injection during cycle II; 1-3 represent different 

behaviors of SFG. 

Generally, temporal evolution of the maximum observed magnitude follows the behaviour 
predicted by the model of Galis et al.(2017). However, the difference between the upper limit 
predicted byGalis et al.(2017) and the observed maximum magnitude increases with time. 
During the first cycle of water injection, the observed maximum magnitudes for the particular 
stages of fracture networks correspond well to the estimated ὓ . However, during 
cycle 2, the observed maximum magnitudes are much lower than the arrested model 
estimates. 

This observation is not unique to the TG dataset; a similar trend can be observed for example 
for the recorded maximum magnitudes during a 6.1-km-deep geothermal stimulation in 
Finland. Previous studies of the deformations and seismicity in TG showed that the bulk 
modulus varies in a wide range. The variability of the bulk modulus for the reservoir at TG can 
be associated with the fracture density and is lower for more fractured rocks (e.g.,Mossop 
&Segall, 1997) and higher when pressure increases (e.g., Kachanov, 2007).We propose to 
modify the formula of Galis et al. (2017) by incorporating the ὥ parameter to estimate the 
effective bulk modulus Ὧ, keff, for TG: the higher the ὥ value, the lower the Ὧ modulus is: 
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Figure 3: Subcritical fracture network growth exponent versus (left) mIR in each injection stage and (right) standardized mIR 

in each injection stagein the mIR intervals denoted in different colors in (left). The horizontal and vertical bars denote the 

standard deviation of άὍὙ and ὥ parameter estimates, respectively. 

 

Based on the well-confirmed functional dependence of the rock bulk modulus on crack 
density (e.g.Kachanov, 2007), we therefore use a simple coefficient Ὧ ρ ὥϽὯ to 

obtain the effective value of the bulk modulus for the rocks experiencing a particular FN. In 
Fig 4, we present the maximum magnitudes observed in particular stage of the water injection 
together with the estimated values of ὓ  from the seismic moment and with the 
modified bulk modulus. The differences between the observed maximum magnitudes and the 
upper limit derived from Galis et al. (2017) expressed by the root mean square error (RMSE) 
is 0.7, and for the modified equation, by incorporating the subcriticality to the Galis et 
al.(2017) model, the RMSE is 0.5. The relation between Ὧ  and Ὧ was worked out based on 

the previous results of analyses of bulk modulus and its relation with other physical 
parameters of rocks of Zimmerman(1985), Carvalho(1997), Xiaguang & Yujie (2016), 
Kachanov (2007), Davy et al. (2010 and 2013). 

The analysis showed that higher FN growth rates are linked to lower ὦ values of the 
Gutenberg-Richter relation. We considered also the exponential magnitude distribution 
model, which results from the Gutenberg-Richter relation and reads 

 

Ὢὓ ‍Ὡ ȠὊὓ ρ Ὡ   Ὢέὶ ὓ ὓ ,  (4) 

 

Ὢὓ Ὂὓ π for ὓ ὓ , and ‍ ὦ ὰὲρπ, where ὓ is the magnitude of events, ὦis 
the Gutenberg-Richter b-value and ὓ  is the magnitude completeness. The model 
parameter is estimated using the maximum likelihood for discrete magnitude values (Aki 
1965; Bender 1983) 

ὦ
 

  (5) 

where ὓ is the sample mean of the considered event magnitudes. 
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Figure 4: Maximum moment magnitudes,ὓ  , versus mIR in the injection stages.Blue dots are the observed ὓ ; gray 

dots are the estimated ὓ  from Galis et al. (2017) formula; the red dots are the estimated ὓ  with modified the bulk 

modulus. Thehorizontal and vertical bars correspond to the estimated standard deviations of the variables. The Spearman 

correlation coefficient for observedὓ  and mIR is equal to 0.4 and is statistically significant. The horizontal green-orange-

light blue rectangles correspond to the stages of injection cycles, respectively. 

 

The analysis is performed by implementing the following steps 

1. Each FN is divided by the intervals of magnitude data with ὥ values: (i) ὥ πȢυ and ὥ 
πȢυ, (ii) ὥ πȢφ and ὥ πȢφ, and (iii) ὥ πȢτ and ὥ πȢχ.  

2. For the selected groups of data, the agreement with the exponential distribution model 
is tested, and the ὦ value is calculated. 

3. Then, the difference in ὦ values for different FN growth periods associated with the same 
FN is tested. 

We tested the exponential distribution of magnitude using the Anderson-Darling (AD) test 
(Marsaglia & Marsaglia 2004; Table 1). Since AD test is applicable for continuous random 
variables, the magnitudes were randomized within their round-off interval of length 0.01 by 
the equation proposed by Lasocki and Papadimitriou (2006): 

ὓ Ὂ όὊὓ Ὂὓ Ὂ ὓ  (6) 

where ὓ  are the randomized magnitudes ὓ, ‏ὓ is the magnitude round-off interval, ό, 
is therandom value from the uniform distribution (0,1), ὊϽ is the CDF of magnitudes and 
Ὂ Ͻ is the corresponding inverse CDF. The tests were performed at the significance level 
0.05. 

We performed the Mann-Whitney U test to compare the ὦ values between the stages of the 
FNs with different growth rates. We compared only those pairs of ὦ values wherein the 
magnitude distributions for both stages were exponential. The results of the analysis are 
presented in Table 2. The test rejects similarities between the ὦ values of the stages of FNs 
with the ὥ parameter less than 0.4 and stages with the ὥ parameter greater than 0.7. The FN 
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stages with higher rates of growth are characterized by lower values of ὦ, so the probability 
to generate stronger events is higher. 

Table 1: Results of the hypothesis for the exponentiality of the magnitude distribution testing using the Anderson-

Darling test. The columns are the fracture network code, number of data (╪ ╪░), p value from the AD test (╪
╪░)*, b value (╪ ╪░), number ofdata (╪ ╪░), p value from AD test (╪ ╪░)*, b value (╪ ╪░), and ŭb, i.e., 
difference: ╫╪╪░ ╫╪ ╪░; *when p<0.05, exponentiality is rejected at 0.05 significance. 

TEST 1 ╪ Ȣ ╪ Ȣ  

Fracture 
Network 

Number of 
observations 

ὴvalue ὦ 
Number of 

observations 
ὴ value ὦ ‏ὦ 

1 35 0.366 1.184 43 0.801 1.171 0.01 

2 27 0.389 1.072 41 0.152 1.132 -0.06 

3 24 0.164 1.149 42 0.017 1.152 -0.00 

4 23 0.126 1.039 50 0.076 1.048 -0.01 

5 35 0.097 1.405 47 0.012 1.000 0.41 

6 24 0.594 1.489 31 0.159 1.061 0.43 

7 9 0.567 0.963 27 0.058 1.066 -0.10 

8 32 0.287 0.817 18 0.191 1.019 -0.20 

9 20 0.001 1.090 62 0.045 0.996 0.09 

10 28 0.074 1.268 24 0.289 1.399 -0.13 

11 13 0.203 1.701 67 0.232 1.270 0.43 

12 32 0.828 1.114 52 0.104 0.948 0.17 

13 - - - 28 0.161 1.528 - 

        

TEST 2 ὥ πȢφ ὥ πȢφ  

Fracture 
Network 

Number of 
observations 

ὴvalue ὦ 
Number of 

observations 
ὴ value ὦ ‏ὦ 

1 35 0.365 1.184 43 0.801 1.171 0.01 

2 41 0.115 1.065 27 0.420 1.214 -0.15 

3 73 0.017 1.149 - - - - 

4 23 0.126 1.039 35 0.076 0.998 0.04 

5 59 0.021 1.183 23 0.107 1.043 0.14 

6 33 0.300 1.482 22 0.161 0.962 0.52 

7 54 0.073 1.080 - - - - 

8 32 0.289 0.817 18 0.192 1.019 -0.20 

9 32 0.005 1.103 50 0.071 0.975 0.13 

10 35 0.103 1.335 17 0.227 1.324 0.01 

11 13 0.207 1.701 67 0.232 1.270 0.43 

12 40 0.986 1.163 52 0.103 0.948 0.22 

13 - - - 28 0.160 1.528 - 
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TEST 3 ὥ πȢτ ὥ πȢχ  

Fracture 
Network 

Number of 
observations 

ὴvalue ὦ 
Number of 

observations 
ὴ value ὦ ‏ὦ 

1 28 0.349 1.153 15 0.591 0.957 0.20 

2 22 0.489 1.235 - - - - 

3 24 0.165 1.149 - - - - 

4 17 0.178 1.072 6 0.006 1.015 0.06 

5 26 0.111 1.450 8 0.461 0.945 0.50 

6 24 0.596 1.489 18 0.230 1.013 0.48 

7 5 0.044 1.399 - - - - 

8 18 0.511 0.896 5 0.017 0.844 0.05 

9 7 0.0005 3.162 31 0.178 0.863 2.30 

10 7 0.228 1.309 9 0.181 2.537 -1.23 

11 - - - 16 0.477 1.560 - 

12 21 0.356 1.078 15 0.106 0.896 0.18 

13 - - - 16 0.066 1.929 - 

 

 

Table 2: The significance value of the U Mann-Whitney test comparing the b values between the stages of the 

fracture networks with different growth rates as presented in Table 1. Table contains the information about the test 

statistic, U statistic, and the asymptotic significance (2-tailed) p value. 

 Sum of 
ranks for 
stages 

with ╪
╪░ 

Sum of 
ranks for 

stages with 
╪ ╪░ 

Number of 
observations 
in stages with 
╪ ╪░ 

Number of 
observations 
in stages with 
╪ ╪░ 

Test 
statistic 

U 
p value 

p 
adjusted 
for ties 

TEST 1 140 113 11 11 47 0.393 0.401 

TEST 2 122 88 10 10 33 0.212 0.218 

TEST 3 88.5 47.5 8 8 11.5 0.036 0.028 

 

3.1.2.3 Stress changes influencing SFG in TG. 

Thermo- and poro-elastic stresses are mainly responsible for the seismicity observed in TG. 
However, both mechanisms can act at the same time to decelerate or accelerate fracture 
growth (Atkinson, 1984 and references therein). They can thus increase the crack density, 
leading to an increase in the growth parameter ὥ due to crack-linking processes facilitating 
fracture extension. Alternatively, they can also lead to a decrease in microcrack density, thus 
inhibiting SFG. To infer the ability of rocks to develop microcracks, we focused on stress 
symmetry breaking. The degree of stress symmetry breaking yields information about how 
far the value of intermediate stress (s2) is from the midpoint of the distance between the 
values of maximum principal stress (s1) and the minimum principal stress (s3). Results of 
laboratory studies show that the effect of dilatancy is influenced by the intermediate principal 
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stress (e.g., Mogi, 1971; Fjaer & Ruistuen, 2002). If the intermediate stress (s2) is closer to the 
maximum principal stress (s1) or the minimum principal stress (s3), the dilatancy increases. 
However, if the principal stresses approach symmetry, i.e., s2 is between s1 ands3, the rock 
is strengthened, leading to the significant weakening of the effect of dilatancy. For this 

purpose, we calculated the relative stress magnitude Ὑ  following the stress inversion 

methodology used in the STRESSINVERSE package (±ŀǾǊȅőǳƪΣ нлмп). STRESSINVERSE 
calculates the stress orientation based on focal mechanisms (strike/dip direction/dip angle). 
We performed a temporal analysis of the stress field changes and assessed the impact of 
depth on the stress inversion results. For the temporal analysis, we applied the stress 
inversion to the entire dataset, i.e., without dividing the data based on the fracture networks 
due to the limited number of seismic events in the stages of the fracture networks. Then, we 
perform the stress inversion of the focal mechanisms from the moving windows of 50 
earthquakes using a step size of 1 event to detect small variations in the relative stress 
magnitude.  

 

(A) 

 

(B) 

 

Figure 5: The absolute values of the difference between the stress magnitude R and a value of 0.5 for the dataset without 

distinguishing between fracture networks versus mIR during (A) cycle 1 and (B) cycle 2. For the entire dataset, the relative 

stress magnitude R is calculated using moving windows from 50 earthquakes, with a step size of 1 event. Bars represent the 

uncertainties of AR estimates. Red dot is the strongest earthquake with ὓ σȢς. 

The number of events in the moving window was selected to achieve balance via the trade-
off between the discrimination of different injection rates and the requirement of a certain 
variety of focal mechanisms. The rock strength is expected to be the highest at Ὑ πȢυ and 
the lowest at Ὑ π and Ὑ ρ. Hence, we analyzed the absolute value of this difference 
ὃὙ ȿὙ πȢυȿ as a measure of the amount of stress symmetry breaking, with ὃὙ π 
representing the maximum rock strength. We observed both processes rock strengthening 
and rock weakening while both, decreasing and increasing injection rate (Figure 5).Since the 
ὃὙ value is calculated for the entire dataset in the moving window in time it is difficult to 
assess directly the relationship between the ὥ parameter and ὃὙ for the fracture networks 
stages. To enable this, we selected in each window the most frequently occurring fracture 
network stage as being most representative for stress state during the period framed by the 
window, and we associated with this window the ὥ parameter of this fracture network stage. 
To overcome the possible influence of the overlapping window approach on the statistical 
inference we reduced the range of overlap to maximum 10 events since the number of non-
overlapping windows was too small to perform the analysis. In this case, the entire series of 
509 events was used to construct 12 consecutive windows of 50 elements each with 10 events 
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overlap. The statistical test confirmed that the higher values of ὥ parameter are associated 
with the lower values of ὃὙ, while the fracture network stages with ὥ parameter < 0.6 
experience the higher ὃὙ, with Z statistics value of the U Mann Whitney test equal to 2.1, 
under the significance level ὴ πȢπσυ. Moreover, there is a significant correlation between 
the ὥ parameter and ὃὙ for the tested windows equal -0.8 (Fig.6). 

 

 

Figure 6: The fracture network growth a parameter versus AR values estimated for the consecutive 50-event windows with 

10 events overlap for the analyzed dataset. 

 

3.2 Objective 2: Relationships between a potential to build far-reaching 
pathways for fluid migration and injection rates2 

Geothermal energy production is often based on pumping cold water to deep hot rocks and 
extracting hot water or steam. This is the case of TG. Pressurized underground water 
injections induce brittle fracturing of rocks, that is seismic events, what enhances the rock 
permeability and increases the surface on which heat exchange takes place. However, the 
seismic fractures may also coalesce into undesired pathways enabling the fluids to migrate 
far and reach pre-existing tectonically preloaded faults. Then the fluids decrease fault 
strength, and in result the fault can rupture producing a major seismic event. 

We have formulated three conditions which we expect to play a role in linking fractures and 
building such pathways:  closeness of hypocenters; similarity of fracture planes orientations; 
closeness of radii, which begin at the open hole section of the injection well and on which 
events occur. We assume that in the same injection conditions and for the same orientation 
of the line connecting hypocenters of two events with respect to the orientation of regional 

                                                      

2This material has been published as Lasocki, S. & Orlecka-Sikora, B. όнлнлύ άIƛƎƘ ƛƴƧŜŎǘƛƻƴ ǊŀǘŜǎ ŎƻǳƴǘŜǊŀŎǘ 
formation of far-ǊŜŀŎƘƛƴƎ ŦƭǳƛŘ ƳƛƎǊŀǘƛƻƴ ǇŀǘƘǿŀȅǎ ŀǘ ¢ƘŜ DŜȅǎŜǊǎ ƎŜƻǘƘŜǊƳŀƭ ŦƛŜƭŘέΦ DŜƻǇƘȅǎƛŎŀƭ wŜǎŜŀǊŎƘ 
Letters 47, Is 4, e2019GL086212, doi.org/10.1029/2019GL086212, open access 
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stress field, the probability for these events to link is higher when they are closer to each 
other than when they are farther from each other. We assume that, for the same stress and 
injection conditions and the same distance between hypocenters, when the fault planes of 
two events are parallel and they are parallel to the line connecting hypocenters, the 
probability for these events to link is higher than this probability for other mutual orientations 
of fault planes. Moreover, when they have linked, they are more likely to extend farther than 
the linked fractures with other fault plane orientations. We assume that linked fractures 
located along the straight line beginning at the injection point reach farther from this point 
than such fractures located in another way. 

3.2.1 Dataset and methods 

In this section, the injection and seismic data from an isolated area of 2 km × 2 km in the NW 
part of TG was studied for events occurred between 10 December 2007 and 23 August 2014. 
More details of the dataset are described in Section 3.1.1. 

Beginning from the three conditions, which we assume determine jointly the potential of 
seismic sources to build far-reaching pathways for fluid migration, we parameterize this 
potential by the average distance between the events in the 8D space of hypocentral 
coordinates, of angles of orientations of the T and P axes of the double-couple focal 
mechanisms, and of angular coordinates of hypocenters in the spherical system beginning at 
the open hole of injection well. Because the metrics of these parameters are not the same 
and, moreover, for some of their metrics are not Euclidean, thus, we transform these 
parameters to ED (Lasocki, 2014). This average distance, computed in the ED space, is called 
the degree of disordering of sources, ZZ, expresses to which extent the above three conditions 
have been fulfilled. The chance for the seismic events with small value of ZZ, which they link 
and reach far is higher than in other cases. 

For a collection of n seismic sources the degree of disordering of sources, ZZ is expressed as 

ὤὤ В В ὤὤὭȟὮ       (7) 

where 

ὤὤὭȟὮ

В Dὼ ὭȟὮ Dὸὶᾩὢ ὭȟὮ В Dὴὰόͅὢ ὭȟὮ D—ὭȟὮ D•ὭȟὮ

D ὭȟὮ D ὭȟὮ D ὭȟὮ       (8) 

Dὼ ὭȟὮ ȿὼ Ὥ ὼ ὮȿȟὯ ρȟςȟσ are the absolute differences between hypocenter 
coordinates;  

Dὸὶᾩὢ ὭȟὮis the smallest absolute difference between the trends of T-axes of events i and 
j; 

Dὴὰόͅὢ ὭȟὮ, k=1,2are the smallest absolute differences between the plunges of T-axes and 
the plunges of P-axes of events i and j, respectively; 

D—ὭȟὮis the smallest absolute difference between the polar angles of hypocenters of events 
iandj in the spherical system of coordinates beginning at the open hole of Prati9 well; 
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D•ὭȟὮis the smallest absolute difference between the azimuthal angles of hypocenters of 
events iandj in the spherical system of coordinates beginning at the open hole of Prati9 well; 

D ὭȟὮ  is the distance between hypocenters of events iandj; 

D ὭȟὮ is the distance between focal mechanisms of these two events; 

D ὭȟὮ is the distance between the directions of radii from the Prati9 open hole, those on 

which the hypocenters of these two events locate. 

It follows from Eq. 8 that ZZ is composed of three components,DȟDȟD  , representing our 

three conditions determining the potential of injection-induced seismicity for building far-
reaching pathways for fluid migration. We studied the correlation between ZZ and the 
average injection rate, IN, and between DȟDȟD and IN, respectively. The analysis was 

carried out separately in the three injections phases. For every injection phase we calculated 
ZZ and its components for 50-event window sliding by 10 events. 

3.2.2 Results and Discussion 

In Fig.7, we compare the time-variations of ZZ, with the variations of average injection rate, 
IN. In phase F2 this comparison concerns the injection rate into Prati9 well, IN(9), and the 
total injection rate into both wells, IN(both). It is seen that in the first two injection phases, 
F1 and F2, ZZ correlated positively with IN. Also, the amplitudes of the ZZ-changes agreed well 
with the amplitudes of the average injection rate changes. In phase F2, this agreement related 
to the summed injection into both wells (blue curve) rather than into Prati9 well alone (black 
curve), even though the analyzed seismic events were geometrically linked to Prati9 (Fig. 1). 

In Table 3, we present the results of tests for correlations between the injection rate, IN, and 
ZZ. The results in Table 2 confirm the relationships evidenced in Figure 5. In F1 and F2 the 
correlation between IN and ZZ was significant, positive. In F2 this correlation was highly 
significant, irrespective of whether the IN referred to injections into Prati9 or to the summed 
injections into Prati9 and Prati29 wells. The ZZ vs. IN(9) scatterplot is presented in Fig.8. 

In F1 only D out of three components of ZZ significantly and positively correlated with IN. 
Hence, in this injection phase the positive ZZ - IN correlation resulted from that that higher 
injection rates were increasing distances between the sources. In F2 all three distances, 
DȟDȟD , were highly positively correlated with IN  thus they all significantly contributed to 

the correlation ZZ ς IN. Higher injection rates led to an increase of the distances between 
hypocenters, to a greater variety of P and T axes directions and to a greater angular dispersion 
of the hypocenters in relation to the open hole of Prati9 well.  

Although in many cases fluid flow only reactivates very few preferentially oriented fractures, 
there are also contrary cases. The significant impact of fluids on the stress field and the 
faulting regime is known from many studies (e.g., Segall and Fitzgerald,1998; Hardebeck and 
Hauksson, 1999; Bachmann et al., 2012). The analyses of seismic events from the NW part of 
The Geysers geothermal field, presented in Martínez-Garzón et al. (2013, 2016) and Kwiatek 
et al. (2015), clearly show a large variability of focal mechanisms. Explaining the observed 
stress tensor perturbation, the cited authors consider the fact that in addition to fracture 
reactivation, massive fluid injection in EGS systems results in hydro-fracturing. It is then 
possible that during the time periods of higher injection rates, new small fractures were 
created, and that these newly created fractures could also perturb the stress field in the 
observed way (Martínez-Garzón et al., 2016). 
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Figure 7: Comparison of the time-variation of ZZ with the time-changes of average injection rate. Black ï the injection rate 

into Prati9 well, blue ï the total injection rate into Prati9 and Prati29 wells, brown ï ZZ. The horizontal bars mark the durations 

of injection phases. 

A number of events occurred on either severely misoriented faults (low instability coefficient, 
e.g., ±ŀǾǊȅőǳƪΣ нлммύ ƻǊ ǎƭƛǇǇŜŘ ƛƴ ŀ ŘƛŦŦŜǊŜƴǘ ƻǊƛŜƴǘŀǘƛƻƴ ǘƘŀƴ ǘƘŜ ǇǊŜŘƛŎǘŜŘ ŦǊƻƳ ǘƘŜ ǎǘǊŜǎǎ 
field. These events mostly occurred during periods of high injection rates indicating that faults 
not optimally oriented to the stress field require larger pore pressures to become activated.  

In phase F3, in which the overall level of injection rate was the lowest among injection phases, 
the correlation IN - ZZ, was significant, negative. This correlation was achieved only jointly by 
the three components of ZZ: DȟDȟD  because neither of them significantly correlated with 

IN. The change of sign of the IN ς ZZ correlation in F3 may be explained by the role of injection 
rate changes on the weakening/strengthening of rock. According to rock sample studies of 
Fjaer and Ruisten (2002) in rock weakening conditions there are many equivalent orientations 
of the failure plane, and the fracture orientation is determined by local weaknesses of the 
rock. In conditions of rock strengthening only two orientations for the potential failure plane 
fulfil the Coulomb failure criterion. Thence rock weakening conditions result in poorly ordered 
seismic fractures, and in rock strengthening conditions the fractures are better ordered. 
Orlecka-Sikora and Cielesta (2019) found two mutually reversed reactions of the stress field 

to injection rate changes in The Geysers, with the reversal point at some 50-70Ö102 m3/day. 
At injection rates above this interval, increasing the injection rate enhanced rock weakening, 
and a decrease in the injection rate led to rock strengthening. Below this interval, the effect 
of injection rate variation was the opposite. The injection rates in F1 and F2 were mostly 
above the aforementioned reversal point. To the contrary, the injection rates in F3 were well 
below this point. In the first two phases, weakening of the rock with increasing injection rate 
could favor the formation of randomly oriented fractures, which was expressed by the 
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increase in the degree of disordering, ZZ. In F3 increasing the injection rate could lead to rock 
strengthening, which promoted the formation of fractures oriented in the optimal direction. 

 

Table 3: Results of the correlation analysis between the average injection rate, IN, and ZZ, and its components, 

DȟD ȟD. For phase F2 row óaô provides the correlation between ZZ and IN into Prati9 well, and row óbô provides the 

correlation between ZZ and total IN into Prati9 and Prati29 wells. The significant correlations are in bold. The results 

based on Spearman rank correlation are in italics 

Injection 
phase 

ZZ D D  D  

Corr. 
coef. 

p-value Corr. 
coef. 

p-value Corr. 
coef. 

p-value Corr. 
coef. 

p-value 

F1 0.62 0.002 0.69 5Ö10-4 0.20 0.37 -0.28 0.22 

F2 ς a 0.76 2Ö10-13 0.69 2Ö10-10 0.41 7Ö10-4 0.49 3Ö10-5 

F2 ς b  0.72 7Ö10-12 0.65 1Ö10-9 0.45 1Ö10-4 0.47 8Ö10-5 

F3 -0.60 0.029 -0.20 0.51 -0.32 0.28 -0.19 0.52 

 

As a consequence, the fractures were better ordered, which reduced ZZ. However, the data 

series in F3 was composed of only 13 points therefore the correlation (pº0.03) might be 
spurious. 

 

Figure 8: The degree of disordering of sources, ZZ vs. the average injection rate into Prati9 well, IN(9) scatter plots.  Blue 

markers ï the scatterplot for the injection phase F1. Brown markers ï the scatterplot for the injection phase F2. 

3.3 Objective 3: Testing the potential of 3D numerical modeling to recover 
details of stress evolution in a seismically active (rupturing) material 

In this objective, a numerical modeling method is used to replicate the real triaxial 
compression laboratory experiment performed on WG sample. Not only the global stress and 
stress evolution in the sample, but also local stress and strain field was modeled. For that 
purpose, the numerical modeling results of spatial stress field orientation were compared 
with the local stress field data inverted from AE-derived focal mechanisms (e.g. Kwiatek et al, 
2014; 2016) using stress tensor inversion. The numerical simulation was based on FLAC3D, a 
three-dimensional finite difference method (FDM) software. In the following, the root-mean-






























