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Figure 1¢ Time and length scales in which atomistic MD simulations, lattice Boltzmann method,

kinetic Monte Carlo, macroscopic continuum fluid model and multiple modelling approaches are used.

¢KS FLILINRIFOK ARSYUGAFTFASR I a WY diniha dif@terit B@hods SS1 &
towards describing fluid transport both precisely (e.g., taking into consideration molecular
phenomena) and effectively (e.g., achieving length scales relevant for the applications). This figure

was reproduced from Ref. [39]. Cajght 2005 Elsevier B.V. All rights reserved....................... 9.

Figure 2 Patrticle collision and propagation in (a) fluid domain, (b) at the coocmmer, and (c) at the
concave corner. Simulated PM structure of (d) PM1 and (e) PM2. Gray filled slabs are impermeable
solid matrices. Void spaces are indexed pores (e.g., pl) with arrows denoting simulated gas flow
[0 1= 1o 0 FS TSP PPUPTPPRPPRN 13

Figure 3¢ (a) Fluid velocity field in a thredimensional packing of randomly jammed monodispersed
spheres (obstacles). Particle spatial distributions at (b) Pe* =5¢(&dlute at Pe=128) and (c) Pe* =

59 (MP at Pe=1027) in the pore structure@t p T.ZThe arrowsdenote the direction of particle

velocity vectorsILJ “ILJ[ “ILd "IL&. Their color denotes the dimensionless longitudinal velocity

(O AIG). Strongerdepositor M) A& 20aSNBSR Ay o000 (GKFy 000®

INSTANTANEOUS POSILIIS.......uuuuuiieriiiiiiiriiie e e e et e e e eeeeeeeeeeaeaeaeaasaassaaaaaanseaseeressarsrarsssnsreeseees 22
Figure 4¢ Bentheimer rock images used in flow simulations with dimension 1.3 mm x 0.3 mm % 0.3
mm (left) and processedR rock REV images with dimension 1.3 mm x 1.3 mm (right)......... 23

Figure 5 a) The crystal structure of portlandite. lllustration of the cleavage planes along the lowest
energy surfaces: b) (001), c) (100) and (110) pla®el®r legend: O, red; H, whjt€a, green....... 25

Figure 6 a) (Left) The free energy evolution with the C atom coordination number for 818 ,(0100)

and (110) systems with.B/CQ mixture confined therein. (right) The calculated free energy barrier
values for the (001), (100) and (110) systems. b) The snapshots of the configurations of reacted CO
with the portlandite surfaces; (left) (00%urface, (center) (100) surface and (right) (110) surface. The
resultant( # / oions are highlighted with Circles...................ccc i, 25

Figure 7¢ a) Atomistic ESH model with a C/S ratio of 1.75 illustrating the cleavage plane (002) to
create a slilike nanopore model. b) A 1 nmS&H slit pae model with confined KD/CQ mixture.

Color legend: O, red; H, white; Ca, green, Si, YEllOW, C, GreY.....ccccouriririieeiiiiiiiieeee e 27
Figure 8¢ a) IntercalatedCQ mole fraction as a function of C/S ratio and pore size. Intercalated
CQ/H20 mixture within b) 1 nm pore and €) 5 NM POLEu.cciiiiiiiiiiiiiiee e, 28

Figure 9¢ The atomic density profiles of H20 oxygen (Ow), CO2 oxygen (C) and surface oxygen (O)
atoms with 1 nm pores; a) C/S 0.83, b) C/S 1.25, ¢) C/S 1.5, d) C/S 1.75 and 5 nm pores; e) C/S 0.83, f)
C/S 1.25, g) C/S 1.5, h) C/S 1.75. The surface isdléfjrtbe average positions of the surface silicate
NON-DIIAGING OXYGEN A0MS.. oo e e e e e e e e e e e e e eaaaaaaaaaaaaeaeaaaeesasaasaaanas 28

Figure 10¢ (Left) Radial distribution functions (RDFs) of the surface oxygen (Os) and calcium atoms
with HO oxygen (Ow) and GGxygen (Oc). a) C/S 0.83, B3 @.25, c) C/S 1.5 and d) C/S 1.75. (Right)
The atomatom coordination numbers for the calcium atoms witfOHbxygen (Ow), GOxygen (Oc),
surface silicate oxygen (Os) and hydroxyl oxygen (Oh) and CO2 carbon (GPvatygen (Ow).29

Figure 11¢ Parallel selfiffusion coefficient of D and C@molecules confined within-SH pores of
varying pore Size and C/S Fati...........oooiiiiiii ettt e e e e e e e e e e e e e e e e e e e e e e ea e 30

Figure 12; A) Solubility of C&#H.S (blue/yellow, left panel), and C@blue/yellow, right panel) inside
the benzenefilled pore at 300 K as a function of i )S and CHmole fractions, respectively, in the
bulk reservoirs. B) Amount of confined benzene per adsorbe¢Hz® molecule as a function of €0
(blue) and S (yelbw) bulk mole fractions. Closed and open symbols represent data obtained during
adsorption and desorption of GBS, respectively. C) -pplane surface density distributions of
benzene molecules within first, second, third, and fourth layers formed witieramorphous silica
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pore. Results are obtained for &OH (left) and HSCH (right) mixtures at various G®12S bulk mole
fractions, as indicated above the PaNEIS............cooiiiii e 33

Figure 13¢ A) Representative simulation snapshots for the calculation of average energies (one
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Figure 15¢ A) Permeability and B) Transport diffusivity as determined bynbary driven non
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Figure 16¢ In-plane surface density digbutions of CQ (top) and HS (bottom) molecules found
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Figure 17¢ Free energy landscapes projected onto planes parallel to the pore surface for ane CO
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scan [192,194] and experiments [195,196] for the Fontainebleau sandstone are shown in left and right
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Figure 24 Flow velocity profile in local pores of PM1 and PM2. Indices of pore and PM labeled on top
of each subfigure are referred to the indicesHigure 2dand Figure 2e (a) through (d), LB results of
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dimensionless streamwise velocity profiles are normalized by the dimensionless local bulk velocity.
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1.1 General context

Fluid transport through heterogeneous pameatrices over broadly different time and length scales is
at the heart of many technological and environmental proce$$el)]. Achieving a moleculdevel
description of fluidsolid interactions and the correlated interfacial dynamics as well asditiicsion
through heterogeneous pore matrices would help to build quantitative functioratityrphologyg
transport relationships to enable the manufacture of more efficient and selective porous materials
and processes of their efficient use [16]. Atomistic simulations can provide molecular structure and
dynamics within the interfacial layers, where complex interactions between the porous matrices and
fluids occuff17-25]. Such simulations, however, tend to be limited to single rdananescpores of
simpk geometry, which falls short of accounting for the porous material complexity at larger length
scales.At the same time, ch classical atomistic simulations are also incapabldetscribe the
processes of chemical interaction at the fhgidlid interface abinitio quantum mechanical
simulations may be used for this purpose, but their great computational demand limits such
simulations to a very small time and length scalesd2p On the other handat a larger time and
length- scalesapproaches accouimg for the porous material complexitynust rely on a simplified
picture of the confined fluid and its transport propertif8-30]. Achieving a balance between the
three approaches operating at three different timeand length domainsremains a challege,
especially because different applications require different levels of precision in the predictions, while
in most cases it is preferable to obtain results at low, to moderate computational @gts[3134]).

Convective motion and molecular diffusicare the two main mechanisms responsible for fluid
dynamics in porous matrices. Molecular diffusion becomes the dominant mechanism when fluids are
confined in pores of size comparable to the size of the confined fluid molecules (i.e., in nanopores).
The gometry of the nanemeso-pores and their pore apertures as well as pore connectivity play an
important role in regulating the amount of fluids that cross or enter, respectively, natural porous
media [35-37]. Because many pores in the subsurface are is #ite regimd8], it is crucial to
understand the mechanisms by which molecular diffusion occurs in nanopores, and when surfaces
and pore defects strongly affect the transport mechanisms. To illustrate these conceptspore

our computationaktudies or fluid transport in slishaped single nanopores, produced by employing
atomistic molecular dynamics (MD) simulations.

Bridging the gaps between the results obtairegdthe surface of a poreyithin a single pore, a few
pores, a few hundreds of poresna ultimately within complex pore networkgequires the
development of simulation approaches with high computational efficiency. In principle, atomistic MD
is able to describe molecular phenomena even when they occur in large systems. However, it requires
high computational resources, and theredoit can become inefficient and sometimes impractical to
study fluid transport through heterogeneous porous matrices at length and time scales larger than a
few nm and several hundreds of ns, respectiy8B]. When practical applications require modelling
such conditions, continuum fluid models, such as thesk HagenPoiseuille flow equation or

5F NOeQa fFgx INB 2F0Sy SYLX 28SR> FfaK2dAK (KSe
nanoporous materials because in such systems-cmrtinuum flow phenomena arise, due for
example to weHordered molecular structure near solidjuid interfaces, inaccurate characterization

of the local viscosity, and interfacial SI§8].

InFigurel, we summarise time and length scales in whjalntum (ab initio) MDglassicahtomistic

MD simulations as well as Monte Carlo, lattice Boltzmann (LB) method, Kinetic Monte Carlo (KMC),

macroscopic continuum fluid adel and multiple modelling approaches are typically used. Developing

a computational framework to couple all these techniques remains challenging, but promises the

ability to capture phenomena that occur at the singlere level (e.g., edge effects) wildrgerscale

phenomena (e.g., preferential flow pathways) towards truly predicting fluid transport through
PU Page8 of 70 Version6.2
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heterogeneous porous matrices. Note that the shortest time and length scales, one could implement
guantum mechanics methods to elucidate interactidesween fluids and pore surfaces, which could
for example lead to reactivity.

We present some promising advances for the development and implementation of-scalg
approaches achieved by implementing requilibrium MD (NEMD) simulations, coupling MD
simulaions with LB calculations, ahégrangian partickracking simulations

A
| . ] Continuum
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7p] Quantum L7 :
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o § B Kinetic
S : -7 Monte Carlo
-

:

. e
“ '.d.’
~ I - Brownian

A A Dynamics
Ll\flolecular Dynamics Lattice
Monte Carlo Boltzmann
—— e .y
ps ns Ls ms s h

Time Scale

Figurel ¢ Time and length scales in which atomistic MD simulations, lattice Boltzmann method, kinetic Monte Carlo,
macroscopic continuum flud2 RSt 'y R Ydzf GALX S Y2RSttAy3 I LIINBFOKSa I NB dz
seeks to reconcile the results from the different methods towards describing fluid transport both precisely (e.g., taking int
consideration molecular phenomena) agffiectively (e.g., achieving length scales relevant for the applications). This figure
was reproduced from RgB9]. Copyright 2005 Elsevier B.V. All rights reserved.

1.2 Deliverable objectives

Deliverable D5.4Multi-scale models of fluid behaviour in cenien I YR NP Odims@® I Y LI S a ¢
understandfluid transport in pore networks via multiple advanced simulation tools, euantum and
classicamolecular dynamicsimulations lattice Boltzmanmmethods as well as Lagrangian particle

tracking simulationsWe are employinghese multiscalesimulation techniques t@btain an integral

guantitative understanding othe fluid transport in concrete and rock samples and the failure
mechanisms of concret@nd rockdn subsurface geenergy operations.

2 Methodologicd approach

2.1 Atomistic-scaleMD simulations

Developed by Alder and Wainwright in the late 1950s and Rahman in the early[496014, MD is

considered as a useful approach for computer simulation of mulbpldy systems modelled at the

atomistic level. Atoms in systems interact via forces and potential energies, giving a picture of their
motion for a period of time. The trajectorie§o F G2Y& | NB 200G+ AYySR o0& az2f @j
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equations of motion. Forces between interacting atoms and potential energy are defined by atomic
force fields for systems.

Atomic force field models are built with empirical potentials with a particulactional form, showing
the physical and chemical properties of the systems of interest. A common force field employed in the
simulation of systems of N interacting atoms is expressed in the following form:

YiBh —a a —_ — —
¢ G
© 0 AT©O
G P Eq.l
- — — "Q—nn

l l -

The first three terms represent the bonded interactiolbe summation indices run over all the bonds,
angles and torsion angles determined by the covalent structure of the system. Specifically, the first
two terms describe energies of deformations of the bond lenftAnd bond angleg from the
equilibrium valuesi and go, respectively. The harmonic form of these terms (with force constants

and b;) provides the correct chemical structure, but avoids modelling chemical changes (e.g. bond
breaking). The third term describes rotat®maround the chemical bond, which are expressed by
periodic energy terms (with periodicity determined by n and heights of rotational barriers defined by
c). The last two terms represent the ndionded interactions. The fourth term illustrates the van der
Waals repulsive and attractive (dispersion) interactions between atoms i and j separated by a distance
rij in the form of the Lennardones 176 potential with the diametes and the well depthe. The last

term is the Coulomb electrostatic potential wheggq; are the partial atomic charges for atoms i and

bQ —Aa [/ 2dA 2Y6Qa O2yaidl yi o1 akdeis tkéeldidd Nidfektici A OA G &
constant. The cross Lennaddnes term between unlike species is defined by the LoBatthelot
combining ruleq35]: ,, - -

and - - - for ideal mixtures. For neideal mixtures, for

example, methaneg water mixtures, this cross Lennaddnes term is obtained from and

- p Q - - with kj being the solic; fluid binary interaction parameter.

Basedon the potential energyJ(r:z  ¥) &s aNudnction of their positions  whohX , the force
acting upornith atom is computed by the gradient regarding to atomic displacements as shown:

© nvishR b4V
T ol eta £q-2
In these works, we used the CLAYFF force [i#fito describe amorphous silica substrates; the
transferable potentials for phase equilibria (TraPPE) force field to describe carbon dioxide, hydrogen

sulfide and methanethe second generation of the general AMBER force field (GAFF2) to describe
organic molecules (e.g. benzene) and finally rigid SPC/E d&j&b simulate water.

{2t OAy3 bSslG2yQa Slidad GAz2ya 2F W2OAAY—FANdel &8a0¢
b O ® O hd 6t o is the position vector oth atom and'®is the force acting upoith atom

at time t determined by the potential energy and is the mass of the atom, the position and velocity

of each atom in the system updated by a stepwise progression. To integrate the above equations of

motion, the random initial positions and velocities calculated from Boltzmann distribution are needed
[44].

Due to a tremendous number of atoms in the system, it is impractical to solve the equations of motion
analytically. Instead, MD simulations use numerical methods to avoid this problem. Many numerical
solutions for integrating the equations of motion areoposed, for example, the Verlet and lefipg
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algorithm [40, 41, 44] In these studies, we applied the le@pNR2 3 | f A2 NAGKY (2 a2
equations of motion. This algorithm gives positions and velocities at time t in the following forms:

BO | 6 PO BO % 4 o Eq.3

R Y « R ) T¢ B

®O0 -] 0O WO -] 0O —] O Eq.4
C C & q

In this algorithm, initially the velocities are calculated at time1/2d; and then they are used to
calculate the positions;,, at timet + &. Thus, the velocities leap over the positions, and then the
positions leap over the velocities. The velocities at tiro@n be calculated approximately by equation:

o P. . P . . P

W0 clﬂ)oc‘|0lﬂ>o c?o Eq.5
In orderto update the positions and velocities in the stepwise numerical integration method, the
forces acting upon the atoms have to be recalculated at each step. A summation fewondad
interactions including van der Waal and electrostatic interactions hdsetecomputed for all non
bonded pairs. Therefore, the ndronded interaction calculation step costs tremendous simulation
time. To speed up the calculation, the cutoff distance is introduced. This indicates that tindad
pair forces for two atoms segrated by a distance larger than the given cutoff distance are excluded.
This method handles well for the van der Waal interactions; however, it is not applicable for the
systems with charged atoms due to the importance of the loamgge electrostatic intections. Many
efficient techniques have been developed to deal with the electrostatic interactions such as the one
which is to divide the electrostatic interactions into a lenagnge and shortange component. While
the shortrange component is computed ireal space, the longange one is calculated in Fourier
space using different approaches, for example, Ewald, paftieigh Ewald (PME), and Particle
Particle Particleviesh methods[44]. These approaches help reduce the computational time
compared to thedirect summation using the equation. In our simulations, we employ the PME
algorithm to account for the longange electrostatic interactions.

Because ofhe limited computational resource and to speed up the simulations, only a finite sample
of an extended system with an atomically detailed representation can be described explicitly in a
computer model. Thus, the periodic boundary condiip40, 41] areappliedto allow a large system

to be simulated.

2.2 Ab initio molecular dynamics simulations

AIMD is a versatiland powerfultool which combines both first principles and molecular dynamics
concepts where thdnteratomic forces are calculated based on quantumechanics (electronic

structure theory)l YR (G KS Y2GA2y 2F (G(KS ydzOft SA Aa RS&AONXR
mechanical lawg26-27]. Thisallows realistic simulationsf a chemically evolving systeto be

performed without adjustable parameterdlevertheless, an accurate description of the processes is

highly dependent on the different approximations employed in the electronic structure calculations,

such as the exchangmrrelation functional approximation, the description of the van der Waals
interactions as corrections and the limited number of basis set.

The AIMD simulations were performed within the Density Functional Theory (DFT) using the Gaussian
and plane wave basis approach, as implemented in the CP2K[450€The core electrons were
described using the Goedeck&eterHutter (GTH}46] pseudopotentials and the valence density was
developed on a doubleeta DZVP basis set along with a plane wave basis set with cutoff energy of
400 Ry. The generalized gradient approximation (GGA) paraeeby Perdew, Burke and Ernzerholf
(PBEJ47]was used for the exchangmrrelation terms with the dispersion interactions included using

the Grimme D3[48] corrections. The nuclei dynamics is treated within the BOppenheimer
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approximation and conveence on forces was chosen to be®E0u. The timestep for the integration

of the equations of motion was set to 0.5 fs. All calculations were performed iNYhEstatistical
ensemble (constant temperaturg volumeV, and the number of particleN) at atemperature of 323

K which is maintained using the Canonical Sampling through Velocity Rescaling (CSVR) théghostat
The systems were prequilibrated for 5 ps before a production run of 30 ps was performed for further
statistical property analysis.

The relaxation times accessible by AIMD are gamiallthe order of picosecondsand thus not
sufficient to capture chemical reactions which are rare events occurring at longer timescales. To
overcome this potential limitation, the metadynamics enhanced samgpinethod[50-54] was used

to facilitate the reaction events and evaluate the free energy of the €fEbonation reactions.
Metadynamics enables the acceleration of conformational transitions by iteratively filling the
potential energy surface by a sum Ghaussians centered along the trajectory of a set of collective
variables. Thus, its effectiveness is defined by the appropriate choice of collective variables for the
processes of interestin our particular casethe metadynamics techniquanplemented iro the
PLUMED codg5] was utilisedto predict the reactivity of C£molecules withcementsurfaces in a

CQ mixture with HO andto calculate the reaction free energies.

2.3 Meso-scale LBimulations

The significance of gas permeability estimation cannot be overstated for hydrocarbon gas recovery.
The accuracy of largecale production models for the tight formation including shale formation
depends on assumptions regarding the permeability of the nyass. However, predicting gas
permeability through these rocks remains challenging because of the need to balance numerical
accuracy and computational cost. Among alternative approaches, lattice Boltzmann (LB) simulations
are effective in studying fluidansport at intermediate length and time scales (i.e., the mesoscale) at

a modest computational cost.

In the past decade, the LB method has been applied to simulatefifiwid at finitev €values.It has

been recognized that the boundary conditions §B&re essential for ensuring that LB simulations yield
realistic results at such conditions. In fact, recent applications to shale rock saf5fig8] that
implemented the BB+SR BC vyield overestimated Klinkenberg effects compared to the-Beskok
Karniadakis A @I y Qa o . Y [59) 60) To GatelN\Bstutlias prabg into the reason for such
overestimation.

The LB waok presented in Deliverable D5afldresses two fundamental questions by simulating gas
flows through micre’/nano-porous media via noequilibrium MD simulations and LB simulation
sequentially, where MD simulations are used to benchmark the LB results to identify the appropriate
BCs: (1) wéither the LB method is applicable to describe gas flows through rhiamo-porous
media, and (2) whether the physical phenomena responsible for the Klinkenberg effect are
consistently described at microscopic, mesoscopic, and macroscopic scales.

The LB rathod statistically describes the motion of gas particles and simulates the spatiotemporal
GFNRAFGARZY 2F LI NGAOE SAQ OSt20A08 RAAGNEM]oTHel A 2 v
distribution function (Q represents the dimensionless massndity of particles with velocit%at
locatione and timeo [62]. Macroscopic gas properties, e.g., mass density, momentum density, total
energy density, and flow velocity, can be calculated from weighted summations of the discrete
velocity distributian.
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Figure2 ¢ Particle collision and propagation in (a) fluid domain, (b) at the convex corner, and (c) at the concave corner.
Simulated PM structure of (d) PM1 and (e) PM2. Gray filled slabs are impermeable solid matricgmdésidre indexed
pores (e.g., pl) with arrows denoting simulated gas flow directions.

2.3.1 Particle Collision and Propagation

The LB model implemented in this work is based on adimtensionalnine-discretevelocity (D2Q9)
set, shown schematically Figure2a. Each square lattice is associated with nine nodes: Node 9 is at
the center of the lattice site, and the others at the center of the neighboring lattice sites. Different
nodes are assigned adifferent discrete velocity constant vector,i.e., {F

pimhmh ph pimhrdp hph ph ph ph plp hpfp hrit , for]  pligMB hy respectively.
Nodes are classified as fluid, boundary, and solid nodes, according to the location of the lattice site
within the porous medi (PM). The lattice site in pore space is the fluid node, in which the discrete
Boltzmann equation applies; The lattice site on solid is the solid node, in which the velocity distribution
remains zero; A boundary node, to which BCs applies, links a§fukl al a2t AR -ws8 RS ®

¢ K

02dzy R NBE y2RSQ A& LILXASR KSNB 4KSNB (KS 02 YLz |

physical boundary and fluid node. The scheme for particle collision and propagation at the boundary
node can be different fodifferent lattice sites; local geometry of the computational boundary, e.g.,

at the convexKigure2b) and concave corner§ifgure2b), can determine the scheme for the BB+SR
BC.

If the central node (Node 9) is identified as a fluid or boundary node, particle collisions occur locally.
The velody distribution after a collision, denoted B2 , propagates along its discrete velocity
vector } ) to neighboring nodes. The propagated velocity distribution will be the velocity distribution
before the next collision, denoted B§ . One collisiofpropagation cycle occurs in a single time step,
where each central lattice simultaneously receit®s from and emitsQ to its eight neighboring
lattices. This process is governed by the discrete Boltzmann equatiokgHs].whichmodels the
change of velocity distributions during a collision at lattice loca¢ioand timed” (from™Q to"Q

on the righthandside (RHS)), and a particle propagation to the next lattice Iocaﬁon{'ﬁ‘] O atthe

timed 10 (from™Q onRHSt& on the lefthand side of EdEq 6).
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Qe J|'fz“| O 16 Q & m &hY

. Eq.6

¢ KS & dzLIS)NBEy@ Nehdids nokdimensionalized parameters. The discrete collision operator
m models the velocity distribution relaxation to its equilibrium valu€s () at node . The linear
BhatnagaitGrossKrook (BGK) collision operator is implemented, wheye M M TY

™ andt’ is the dimensionless relaxation timBased on the MaxweBoltzmann distribution, the

discrete equilibrium distribution for the isothermal condition can erpanded in the Hermite
polynomials a$62]:

. S 6 06" @@ 65 1
Q oD 0 p = c Eq.7

In Eq.7, subscript§fi@ienote a vector component, e.g: ¥ 6’ * . The local fluid mass density
can be calculated by local lattice velocity distributions’in B "Q. The flow vedcity ¢* is
calculated from the summation of velocity distribution®h B 4£°QF* 1@ o'+, wheref

is the dimensionless acceleration vect@nd 0 is a weighting factor for different nodes and
B 0 p. Within the D2Q9 velocityes, 1 « 0 -0 prr - and0 fpp —. The non
equilibrium distribution"Q |, as the difference betweefQ and™Q , reflects how far the fluid

particles are from equilibria. Small for continuum flow, this value can be largdifq0.0018 &<0.1)
and transitional flows (0.1x &10).

When discretizingeg. 6, the velocity space should be projected onto the Hermite space with
orthonormal bases. The yorojected part of Q will cause aliasing errors, which can be alleviated by
projecting’Qonto the Hermite space by expandif Ay GKS | SNXYAGS LRfey2YAl
NB 3 dzt I [&B].iTheilprbjeciedXor regularize®)  is denoted byQ . Up to the secondank
polynomials;Q reads

IR}
Ea

4 g
~ . (o ™~ Yz 7z oy
"Q o hy O t "Q o WW W 7 h

where™Q oy Q Y Qe 'Q ehY .The Kronecker delta is 1 when
"Q "Qand 0 wherdlQ Q

2.3.2 Knudsen Number and Relaxation Time

Because the characteristic lengiiis often considered as the hydraulic radit ) [43], the Knudsen
number in free space can be defined as:

Le T8 Eq.9

'Y can be different for different pore geometries. In this work, gas flow is simulated through three
PM: PM1 Figure2d), PM2 Figure2e), and PM3Kigure2a). We denote either the local pore height

of PM1&PM2 or the local pore diameter of PM3'@sFor PM1&PM2, periodic boundary conditions
are applied on the streamwise direction, and the pore geometries are treated as slityloees pore
length is greater than pore height. In such a geomeé¥tyjs approximated by the height of the pore,
i.e.,'Y  "O[64]. For PM3, in which we apply n@eriodic boundary conditions along the streamwise
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direction, the pore geometries are modeled as circular. For such geométng, the quarter of the
pore diameter, i.e.lY  "Oft [64].

To calculate) ¢based on pore structure and gas properties, we {8%]
br —2Y 5
e & B Eq.10
whereQ is the Boltzmann constang is gas pressure obtained by atomic number density of gas in
the MD system and PegBobinson equation of stat¢66]; & is the fluid molecular diameter,
approximated as the Lennardones parametey [67,68] e.g., for methang 0.373 nm.

In a confined space, the mean free path is shorter than in free space. The reduction factor is modeled
as U¢ p QU & whereis the Bosanquet parameter, typicatly= 3.4[69]. A modified
Knudsen numbeb ¢ 0 € U £ is used for confined ¥ simulated in this work.

The Knudsen number in PM3 includes the porosiyatd the dimensionless permeabilif@(70]:

08 08 — Ea.11
p & q

where Q — Q is the dimensional intrinsic permeability estimated by LB simulations, and the

conversion factofO o gs the Darcy permeability for the tud@1].

In the BGK collision operator fiy.6, the dimensionless relaxation tim&’§ characterizes how soon
particles will reach local equilibrium state from perturbation during collisjp@s72] 1* relates to the
dynamic viscosity-) in— @” 19 Pwhere” is mass density( is the speed of sound, related to
the universal gas constattt molar mas$ , and absolute temperaturéfasc Y X0 . In Equation
Eqg 9,'Y can be expressed in its dimensionless forniyas Y 71 «&The mean free path relates to
the dynamic viscosity-f as_ -0  “ 'YXYO [44]. Giventhaty | @ o ..'YT¥ (where..is

a constant, e.g.... o in the D2Q9 velocity set)}” is obtained as a function ob¢ : t°

¢.TY 0E .

2.3.3 The Improved B@or Gas Slippage

Since solighas interactions are reflected as molecular momentum exchanges, i.e., the exchdfge of
coming into, and going out from the fluid domain, BCs at the g&linterface may not only affect
the flow behavior near the interfze but also near the pore center. By imposing zero flow velocity
normal to the surface and a nexero velocity tangential to the surface, the specular reflection (SR) BC

yields infinite slig73,74] The SR BC assumes ftifat of the outgoing is specularly reflected at

the boundary. The reflected velocitydls 3= ¢ 4= i« «,wheresk t= manddt t= 1 The
velocity distribution becomes

Q e 10 Q oD 8 Eq.12
In FlgureZO 3F » once hitting the bottom solid node, is reflected along the directiod'fof‘Q is

assigned the value 62  following specular reflection. In a similar mechani#}mi,s reflected along
the direction ok and™Q is assigned the value &

In LB simulations of finite & flow where gas slip is finitea classical approach is to algebrajcall
combine a neslip BC (e.g., BB) with a finite slip BC (e.g., SR). One can account for velocity distribution
contributions from each BC via a combination fraction (
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Q &M 10 i o t'Q oD p 1L e tQ e 8 Eq.13

The standard bouncback (SBB) BC prescribes that at the boundary node, the outgoing ve='|o¢jty (
once hitting the physical boundary, exchanges the velocity distribution by reversing its direction, i.e.,
the direction of the mcoming velocity’,'f . The incoming velocity distributioiY ) before the next

collision is therefore assigned the outgoing velocity distributién (). That is,

Q &h |0 Q oD h Eq.14

whered= 4k 4k t« it i« 1 ands is the surface normal vector from solid to fluid. In
Figure26,"Q  of outgoing velocityl: will replace™@  of the incoming velocitg: before next
collision. This velocity distribution inversion takes place only between an outgoingtyedod an
incoming velocity, in pairs. Figure2b, except the paired outgoing and incoming velocities, the rest
is parallel to the boundary node, wheef= i= 1 i.e. 3k and{-, 4k and{:, 3k and4k.

The correct implementation of the combined BC relies on the prerequisite that thgipdC can

achieve a physically sound 136p condition. However, the analytical solutions reveal that SBB is
insufficient to mirror a neslip boundanf75]a A y OS G KS Wdzy O2y i N2t f SRQ LJ NI f
unphysical slipln the SBB scheme, parallel velocities are propagating velocity distributions from
neighboring fluid and boundary nodg8l]. When parallel velocities propagate, they are subject to
acceleration, pressure, and fluid density at inlet and outlet boundaries, which may cause a tangential
non-zero velocity distribution, and therefore lead to unphysical slip.

A modified bounce back (MBB) B@eeded to enforce zero slip. One approach is to impose that each
pair of parallel velocity distributions anddk is equivalent after the collisiof75]:

Q e 10 ™ "Q o' D Q o h Eq.15

and

Q e 10 ™ Q o D Q oD 8 Eq.16

When handling the parallel velocities, this approach requires identifying the parallel velocities at the
boundary, which cabe tedious in complex PMs. Unfortunately, not implementing this approach can
negatively affect the accuracy of the results.

Here the SBB scheme in the SBB+SR BC is replaced by the MBB scheme to avoid the unphysical slip,
and the SBB+SR BC is improveddmhbining MBB and SR BCs. Specifically, the improved BC, i.e.,
MBB+SR BC is based on the combination of the SBBE§CL#) the control of parallel velocities in

Egs.Eg 15andEqg 16, the SR BC &qg.12, and the combination rule ikqg.13.

To realize the secondrder slip in LB simulations, we adoptEd.17 for the combination fraction

[74]. Egq.17 was originally derived for the classical BC inclusive of SBB and SR, and it holds also for the
MBB+SR BC. In derivigg.17, as shown by otherg/4], all velocity distributions™@ including the

parallel velocities are lumped into the streamwise veloaity The derived expression 6fis applied

to the finite-difference equation to obtain the formula of slip velocity X in LB simulations, and the
derived LB slip velocity is then compared with the analyicab obtain the expression fdr as inEq.

17.
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N i p © © l‘IJ 4 o
S — - h
where coefficientsd ¢ , p ™YRENW, andd  “ @O0 . The coefficient, is the

tangential momentum accommodation coefficient (TMAC). It is a measurement of-gsdid
interactions and corresponds to an average exchange rate between the incident and reflected
tangential momentum when gas molecules hitthe wall, je., ¥ 1t 7t t ,wheret , 1,

andt  are the tangential momentum of reflected molecules, incident molecules, and wall surface,
respectively[76]. When, 11, specular reflection is present; when p, full diffuse reflection
occurs. In LBnodels, TMAC is often chosen to be uni®7,77,78], which assumes full diffuse
reflection. However, both numerical and experimental studies indicate that TMAC should be non
unitary in porous medi70,79] Since the reported experimental TMAC for methamdéimited, we
assume the value reported for Nitrogen gas ( /@ ¢ ))as the value for methane in our LB simulations
[80].

2.3.4 Gas Permeability of Pressuf@riven Flow

We simulate gas flow through PM, driven by a pressure gradient across the inlet and theobtlike
PM. The pressure gradient is modeled by the discrete external forcéfter incorporating;“ , Eq.6
becomes

“Q .z =|]|rZ1 bZFbZ 1 bz CTZ an .zsz “Q .zsz ,| bzﬂzﬁ Eq18
whereg” is discretized as:
¢t ,BE @ dd & g
———0 = .
F p 3 3 Eq.19

In Eq.19, 'O and 3 are the component of the force vect@rz and the acceleration vectoF,
respectively. The acceleration is related to fodemsity ) in terms of fluid mass density“():3
»*3 . The force density equals the pressure gradient in the opposite directio®, as 0. In MD
simulations, each molecule is subject to a constant external fgrce 3 7¢ [81], where ¢
"0 70 is the atomic number density. By correlating ”# the acceleration term reads-

3 0 70.

Tablel ¢ Input data for LB simulations.

PM1 PM2 Source

pl through p4 p5 pl through p8
¢ (LA) 0.0058 0.0043 0.0055 MD simulations
— (Pds) 2.20e0%? 4.30e05° 1.90e05° MD simulations

O(MPa/nm) 8.060 5.975 7.643 0 3 &

TMAC 0.827 0.827 0.827 [79]
FGKS NBFSNBYOS-RyyItWEmM®P FAad2arie
°OF f OdA+ UISHATGE N ,
UKS NBTSNBEYOS-RyYyIHWMO® HAaO2aA0e

FAaSR 2y 5FNO&Qa fl g3 RANBOGA2YIf LISNN¥SIFoAfAGER
pressure gradientq 6°—F 0", where"Ondicates the direction of the measured permeability.
—7 is the average dynamic viscosity, which is calculateg’by ”* ¢§ T2, whereT” is the average
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relaxation time across different pores. Based on the above formulae, permeability is estimated by
G & & THS (dimensionless) an® 6 "G (dimensional) whered s the unit conversion
factor © ) for length inError! Not a valid bookmark seffeference.

Table2 ¢ Unit conversion between dimensional and the dimensionless LB syd&ms

Dimensional (units) Dimensionless

Length 0 (M) (e
Hydraulic radius Y (m) Y (lu)
Lattice side 1 dr] d&@m) 160 7@ p(u)
Elapsed time o(s) O (ts?)
Time step 1 @s) 10  p(ts)
Latti locit . — -

attice velocity o — —(mis) &S ~ p(lufts)
The conversion factor for distance 6 = — — —(@m)
Theconversion factor for time 6 = —(s)
The conversion factor for velocity 6 — = (mls)
The conversion factor for acceleration 6 — —(mds)
" fattice unit.
o{ime step.

2.3.5 Model Setup

To initiate LB simulations, structural information of porous media is required including pore diameter,
dimensions of the PM, and locations of boundary nodes:ifpure2d andFigure2e, we show the
structures of the porous media used in this work, denotedP1 and PM2ln PM1, p1 through p4

are congruent micropores where the heiglt  p® nm and the pore lengtd 1 nm; p5is a
mesopore with'O  o& nm and0 1 nm. In PM2, p1 & p8, p4 & p2, p3 & p5 through p7 are
micropores congruent in pair§wo PMshare a similar structure expect a mesopore in PM1 (i.e., p5)
is subdivided into four micropores in PM2 (i.e., pl, p2, p4, p8) by a tilted slalpwithotation.
Periodic boundary conditions are set on the left and right end of PM1 and PM2. We alsdhapply
improved BC to a complex PM, i.e., PM3.

Input data in the LB simulations are summarized@able 1. The gas density from MD is used to
estimate flud pressure and &elocal) ¢ is calculated for each pore, followed by the calculation of
1" andi in Eq.17 as a function 0b ¢ . Solidgas interactions are modeled by specifying the TMAC.

Eq.18along with theclassical BCs or the improved BCs is applied to predict gas transport behavior in
micro-/nano-porous media when the flow reaches a steady state. We impose BB B@$ armito
simulate intrinsic permeability® ) and BB+SR BCs for apparent gas perrigakhiastly, we evaluate

the Klinkenberg effect by calculating the permeability correction factor, i.e., the ratio of apparent to
intrinsic permeability @ 7Q ). To validate the effectiveness of the improved BCs in simulating
finite-0 &flow, we conducted nonequilibrium MD simulations of methane transport through PM1 and
PM2.

Unit conversion from the dimensionless LB environment to the physical MD system, which is essential
for data analysis, is tabulated in

Based2y 51 NDeQa ¢ RANBOGAZ2YLFf LISNYSIoAfAGE Ay t
pressure gradient<} 6°—T 0", whereOndicates the direction of the measured permeability.
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— is the average dynamic viscosity, which is calculated’by ”* ¢§ 17, where” is the average
relaxation time across different pores. Based on the above formulae, permeability is estimated by
G & & THS (dimensionless) an® 6 "G (dimensional) whered s the unit conversion
factor © ) for length inError! Not a valid bookmark selfeference.

Table2. The most important is the unit conversions for space and time. In our study, uniform square
lattices of the sidé care set up according to the specified spatial resolutidme Tiuid kinematic

viscosity §) determines the simulation time stép 0The unit conversion factor for the time is

obtained by the conversion af: — " & 1°6 6 . To obtain a constant value 6f, we consider

that the local-in a pore is proportional to it§*: —7— 7Y ¢ KSNB (G KS & dzo & ONX LI
value in the reference pore with a height of 1.1 nm. The value @ obtained from the bulk velocity

profile in MD results, which is consistent with data fré&taf.[82]. The unit conversions for velocity

and acceleration are performed based on the unit conversions of time and |§288]

2.4 Statistical modelling & Lagrangian particteacking simulations

Many-particle systems in crowded environments (packethwnany obstacles) are ubiquitous in

Nature, yielding a wealth of important phenomena ranging from clustering in granular §dses
localization transition during colloidal gelati¢i, biofilms formation3], solute dispersioifg] as well

as nanopartites deposition in porous med[g,6]® ! YRSNARGF YRAY3I GKS LI NI A Of ¢
real environments is essential to achieve particulate corffpp | 2 6 SOSNE RdzS G2 GKS
heterogeneity in both its structural and chemical propertiesSth LJF NI A Of S&aQ (1AySiAo0
usually complex parametric functions. Prior studies described how such distributions depend on
environmental variables (e.g., obstacle &k porosity[9-11], pore structure[12]) via interpreting

the fitted proballity distribution functions (PDFs), such as exponenf&ll3,14] stretched
exponentiall9,15], powerlaw[12,16] and powerexponential one$10]. However, the assessment of

their predictive ability remains elusive, because these functions contaimgfiftarameters that often

lack a solid physical foundation.

Phenomenologically, laboratory partigleacking data for solutes, nanoparticles (NPs), and
microparticles (MPs) through random packs of spheres manifest similasxGaossian velocity

probability distributions [3,8,17] suggesting that a universal function might be able to describe

particle kinetics. Should such universal function exist, it should be consistent with rigorous
mathematical derivations, such as the Maxwigdlitzmann (MB) distributiofor non-interacting ideal

gas particleg18]. However, when particles transport through real environments, they can deposit

[19], in which case the MB distribution is likely to break dd@]. This observation calls for new

theoretical developmentsto d€&SNA 6 S A G F GAAGAOFE LI NIAOESaQ 1AySi

In our work we consider many particles in a pressgradientinduced fluid flow through an obstacle

packed heterogeneous environment. We derive a universal function able to describe th® pa&ia Q

@St 20AG8 RAAGNROdDzGAZ2Y o0& VY2RStAYy3I LI NILIAOESaAaQ o
respectively. The theory proposed rationalizes that particle Péclet number and the strength of
particlewall interactions govern particle kinetic distrithos.

2.4.1 Statistical modelling

Let us consider the longitudinal transport of particles driven by a pressure gradightr(a porous
mediumwhere the average pore size is much greater than the particle size. Particles near the pore
center are thuaunaffected by particlevall interactions (e.g., electrostatic and van der Waals (vdW)
forces) In these conditions, the particle longitudinal velocily | can be decomposed into advective
(6p ) and diffusive component®)§ ), i.e.,Up  0p  Up . The (longitudinal) total energy of each
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particle O & pbp 7¢) can therefore be expressed as a sumadfective §, & gop ) and
diffusive kinetic energyog G p0p 7¢),i.e.,0 0, Ug [21].

Due to the imposed 0, particles at locatiomoexperience a flow potentiat ¢ n0 @ ap[22],
where¢ is the mean particle number density, aag,is the mean particle masét time6© Hy, the
local particle number densitg, ¢, obeys a Boltzmann distributiof:co ¢ @ 1 A ZB &
£"Q"Y, where'Q is the Boltzmann constant aritis the absolute temperaturf23]. By coupling
with the local MB distributioff24]2 ¥ LJI Nalbditié;bas wederive the velocity PDF for particles
near the pore center:

no .. P o
=W -0plp dplp .
QU 8 Agp —& S ' 0 AGD —— h
o QY QY Eq.20

where"Y is the temperature that reflects the mead00O & g0 ,G’c "Q"YXc in the presence of
n0. The equation aboveonsiders that after the particles aiatroduced at the upstream of the
porous medium (ato 1) with zero velocity, their flow potential decreases as the advective kinetic
energy increases, i.e., 10 & & gop 1¢. After taking the logarithmic derivative, we obtain

A DUy TA) ¢l Up , where the constant is positive, becaus® 0p must converge to a
finite probability whenvy ©  Ho

For particles near the pore wall (i.e., obstacle surfaces), it is assumed that adwssitiedty is
negligible (i.e.0p, ) because of fluidtagnation.¢ KS LI NI A Of SaQ €2y 3IAGdzZRAY I |
wall (Up ) is the sumof the diffusive velocity and an additional velocity tersy @ffected by the
particlewall interactions:Up Uy, — To quantify such particieall interactions,we adpt the
extended DerjaguirbandauVerweyOverbeek (XDLVO) formalism, where the net interaction energy

is due to the combination of LonderdW, electric double layer, and shadnge Born interactions

[25]. A typical XDLVO curve of net interaction energisu® separation distance features a deep
primary minimum and a shallow secondary minimum, separated by a repulsive maximum. The
difference between the local interaction energy and the repulsive energy maximum is the energy
barrier 3‘O), which hinders depsited particles from leaving the primary minimum. Theref@&®is
regarded as an activation energy for particle releg&. Once escaped from the primary minimum,
depending on local thermal conditions, particles may escape from the secondary minimum, becoming
free particles that transport along with the fluid stream.

To quantify the impact of the activation energy g , we adopt the Arrhenius Equatidi9], i.e.,
30 .
0 VAGD—h Eq.21
D, QY g

wherev;; is the escaping velocity when the energy barrier is absentgi®., 1. The guationabove
guantifies how the particle velocity changes with partialall interactions. For example, whexO
increasesparticles remain in the primary minimum and their velocity decreases until they deposit
irreversibly; wherms‘O decreasessmall particles may eape from the primary minimum but large
particles can be recaptured due to their small diffusive velocity.

LY  NBFf SY@ANRYYSYyi(iz 4KSNB GKS A2y RAA&GNROziA
positions are inhomogeneous, the probabilitytdisution of 3xOmatters[29,30] Considering a typical

disordered medium obtained by randomly packed sphepgd,can be described by a Boltzmann
distribution [18], i.e., Q30 QY A @D3OrQ"Y, where "Y is the temperature that

represents the meafs00 . 30Q 30 A0 Q.

Based oiQ Uy, "Q 30 As‘OFALy = [31], we derive the velocity PDF of particles near the pore
wallas’Q vy~ _Up 70 ,where_ "Y'V.
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Considering that particles, if not pexistent in situ, must have transported to the neaall region,
the velocity probability of particles nedihe wall is, therefore, a conditional probability given that
event of particles reaching the newmall region has occurred (whose probability is denotedvly
Therefore, the conditional probability i% Up, 'Q Up, 7V, where we modey by interception

efficiency based on filtration theorig25,36]for non-pre-existent particles anst  p for pre-existent
particles near the wall:
Y O - e 0]
L0 I e A e~ A A
y % " | 1HGRBEOOAT O, PAOOE  Ea22

whered p® x'Qis particle sizejis average pore size, alid is kinematic viscosity of the ambient
fluid.

By imposing Qg Up, Abp . p, we obtain the velocity PDF of particles near the pore wall if
particles were not initially existent ne#ine pore wall:

. , | o o
QZ:@’ Up, D—‘Ula‘ph Eq.23
Tt
where| AV "MV"Y; the physical significance [ofwill be elaborated later.

Under the assumption that particles near the pore wall and near the pore center behave
independently from each other, we derive the joint PDF for the longitudinal velocity of the entire
particle ensemble’Q Uy~ T Uy A @B Uy 8Parameters andf are determined by imposing

that the PDF integral over the entire positive domain equals one, i.e./"Q Uy Abp  p, and by
calculating the second moment  "Q by Up Ay~ Up .

After defining a dimensionless longitudinal velogity Up #00, & whereQ, Qs the mean velocity of
the ambient fluid wederive the velocity PDF ) 1) of the entire particle ensemble:

ca . a . .
wherea | fcandm & G The above equatiomanifests as a Nakagammi distribution, in which
case the parameterst and m are referred to as shape and scale factors, respectif@ly. The
Nakagamim distribution was originally introduced to describe the fading signal intensity in wireless
communi@tions, which is characterized iy 0.5. Becausee show later that in particulate systems
a can be T@®), we refer tothis equationas amodifiedNakagamim distributionin the remainder of
the Letter.

By lettingb © Hand 0 © m, we find that the PDFof fast and slow particles is proportional to
A@Bav Fm and0 , respectively, indicating that the correspondent particles are those near
the pore center and the pore wall, respectively. The rest of the particles that transport between pore
centers ad walls, occupying a large portion of the entire ensemble, have intermediate velopities (

0 u. Kinetic distributions of such particles are important because they represent transition states
from immobile (i.e., slow) to highly mobile (i.e., fast). Basedur analysis, their velocity distributions
are not asymptotic t@ nortoA @Ba 0 7, but to the modified Nakaganrm PDF. Therefore,
given its ability to capture the velocity distribution of tleatire ensemblethe modified Nakagarm
distribution appears to be a unigue, @ticlusive function for describing particle kinetics.
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2.4.2 Lagrangian simulations

2.4.2.1 Particles transportin beadpacks

To assess both the uniqueness and the universality of the modified Nakagalistribution, we
perform numerical simulations of particles transport through a thdémensional randorty jammed
packing of spheres (obstacle§ye generate the sphere packréwded environmentsby a modified
Lubachevskgtillinger algorithn{13], in which points randomly distributed within a cubic simulation
box of edge lengtfi  @Q-grow into noroverlapping monodispersed spheres of diamefgr= 3.6

mm. The procedure yields 220 spheres, an average poré&isizel8 mm, and a porosity of 36%, as
shown inFigure3(a). The spheres are modeled as Nafion NR50 pellets, with zeta pot@ngalmV
[14,15] We simulate incompressible steady viscous filaid (isopropanol with deionized water of 42
vol/vol %; fluid density . 786 kg/n¥, kinematic viscosityf,  1.84x10° m?%s) at temperature

"Y 293.15 K through the sphere pack by solving the Neiekes equations with nslip fluidsphere
boundary conditions (using the software COMSOL Multiphysics®). Periodic boundaries are specified
on the six opposing faces of the simulation box. A constaeggure gradient is imposed along the
longitudinal direction. Different pressure gradients yield different flow rates and different pore Péclet
numbersd 'Q @, @ , [11]. For all cases studied, the maximum Reynolds nunibé& (0, @l )

is 10, and thezfore our calculations are conducted below the limit of the laminar regime in porous
media Ref  M[{L21 0

@ (b)

V\ l/< VH'>

. or vpL/<vw> X ..{:3‘ B
74 Z8%

S = N W A WV

Figure3 ¢ (a) Fluid velocity field in a thredimensional packing of randomly jammed monodispersed spheres
(obstacles). Particle spatial distributions at Ptgf*= 5x16* (Solute atPe=128) and (cPe*= 59 (MP aPe=1027) in the
pore structure atb  p 1. The arrovs denote the direction of particle velocity vectorg; oy oy oy Their
color denotes the dimensionless longitudinal velocity (buﬂ’&‘)ﬁ@. Stronger deposition)( ) is observed in (c) thar

000® ! NNBg G(FAfa RSy2poStoisKS LI NI A Ot Sac

Following the methodology described 6], we simulate Lagrangian particle transport within the
flow field. The particles considered includenine(solute), nanoparticles (NPs), and microparticles

(MPs), of diametef,=5nm, 159 nm,andy >Y3>X NBaLISOGA @5t 8885 1¢, 3R Y & &

10® kg/m® [15,17] The range of particle size and pressure gradeemsidered allows us tprobe a

wide range oPe* NPs and MPs are treated as negativaigrged polyethylene particles withzata
potential of-45 mV[15]. In each simulation, 3000 particles of the same type are studied. Particle size
exclusion is neglected as the ratio between particle size to pore size is small. After a particle ensemble
isintroduced into the environmenét the upstream pressuréo 1), the velocities of the particles
change due tdhe exertednet force §7 g &t each timestep-0. The maximum timestep is set ¢@

T8t TR

Solute particles are subject to hydrodynamic drag and diffusive forces; NPs andxhbHtem@ce
hydrodynamic drag, diffusive, and gravity (buoyancy) forces, pagattcle interactions (Coulomb
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andvan der WaalsvdW) forces), and particlevall interactions (LondotvdW, electrical double layer,
and Born forces). The drag force is coreector the wall effec{18]. Diffusive boundary conditions
are imposed after particée €bllisions to spheres. Thastantaneousparticle velocity vectorg is
2001 AYSR o0& a2t gi yAgTAb S¥ Wé o/ Wharedd B OchypRticle nass The
observation time is scaled by the characteristic advection timedfQ), J[19]. The reliability obur
algorithm was established by reproducing experimental data fordineensional particle propagators
from particle tracking velocimetrj20].

2.4.2.1 Particles transport irBentheimer rocks

The rock imagewere extractedfrom Bentheimer sandstone samples (atperial College Londgby

using microrresolution imaging (a ZEISS XRadia SD0r#croscope)Theobtained 2Dimages were
later procesedin a core imaging analysis tod\izo Fire 9.2 providing a voxel resolution of 8fm

x 8.9 um x 8.9 um. The processed images reconstruct8D structures of a representative
elementaryvolume (REV) ahe rock sample in a dimension of In3n x 1.3 mmx 1.3 mm.The

obtained structure was thenprocessed ina 3D printing tool Autodesk Netfabpto repair the
problematic meshes and intersectiarBy using commercial software CAD Exchangerconverted
the repaired mesh file (.stihto a properformat, i.e., .x_ffor complex structureso be simulatedn

flow simulators(COMSOL Multiphysics 5.3Jhe final .x_t file was themported into the flow

simulatorto solve particle and fluid flow in rock images.

To promote the computational efficiencye simulated on a sulolume of the REV.e., 1.3 mmx 0.3

mm x 0.3 mmwhere the longitudinalength is kept as the length of the RE¥., 1.3 mmbutin the
transverse direction, lengths are reduced to 0.3 miife showed thaflow simulationson this sub

volume recovers thgermeability and porosity of the rock sample measured experimentally in the

lab, indicating that this sulvolume is sufficierdy largefor LI} NJi A Of S al@additibryhdzsetup A 2 y @
two artificial transition regiongeach 0.3mm wide) at the inlet and the outlet of the rock REV image

and impose periodic boundary conditions where once patrticles leave the outlet witites the inlet

The former process helps us to obselvegtime partiOf S & Q  &Veh&n th@y tertsdbit through

a longitudinal lengtt» 1.3 mm

Figure4 ¢ Bentheimer rock imagassedin flow simulationsvith dimensionl.3 mm 0.3 mm x0.3 mm(left) andprocessed
2-D rock REV imagesth dimensionl.3 mm x1.3 mm(right) .

1.3 mm
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3 Summary of activities and research findings

3.1 Ab initio and classical atomistisimulationsto quantify the interaction of
CQ/H20 mixtures withcementsurfaces

To model hydrated cement, we focused on calcisificate hydrate GSH (in cement chemistry
shorthand, C stands for Ca, S stands for Si, and H standgXpait portlandite phases due to their
relevance incement degradation in G@ich environmentg84]. The CSH phase is the principal
binding phae of hydrated cement and thus responsible for most of the mechanical and chemical
properties of cement[84]. Portlandite phase, on the other hand, is an appropriate model for
investigating the chemical reaction of ©fiith cement due to its high rate of carbonation reaction

[85]. Firstly, we performed enhanced 4hitio molecular dynamics (AIMD) simulations to analyse
reactions of the Cgxich fluids with cement. In AIMD simulations, the forces are calculatetti@fiy

from accurate electronic structure calculatiof26,27] and thus the technique is a reliable approach

to predictreaction pathways and energetics for ££&ement interactions. However, AIMD calculations

are computationally very demanding, limiting the d&b system sizes to only a few hundred atoms
and the timescales to only a few tens of picoseconds. Since the picosecond timescale is appropriate
to simulate only barrierless processes, the dynamics of the rare reaction events was accelerated by
means of tle metadynamics approad®0,51]} In order to model the interaction of G@&ith GSH

which requires large supercells, it is not computationally feasible to use AIMD method. In this regard,
classical Monte Carlo (MC) and molecular dynamics (MD) simulamitjues were utilized to
model the interaction mechanisms of £€@ith GSH. The classical molecular dynamics method
employs classical mechanics laws to describe the motion of the particles, in this case atoms which
constitute a certain materigi0,41] The underlying assumption is that one can treat the atoms as a
single classical entity. MD approach enables simulations of systems with thousands of atoms, thus
appropriate to study both structural and dynamical properties of Gibfined inGSH.

3.1.1 AIMDsimulationsof the CQ/H-0 reactivity of with portlandite surfaces

Cement degradation in G@ich environments affects mainly portlandite and calcium silicate hydrate
(GSH) phases, which both constitute about-88% of hydrated cement. However, due toet
complexity of the €&SH phase and the large atomistic models required to model this phase, it is not
currently feasible to model the carbonation reaction 68€ using AIMD simulations. Therefore, in
the current project we focused on AIMD simulatiorfstioe reaction between CQunder dry and
hydrated conditions) and the portlandite phase as a starting pdimtnodel the reaction mechanisms

of CQ with portlanditecrystals, we utilized the ahitio molecular dynamics (AIMD) simulation
technique [26,27hnd themetadynamicsalgorithm [55]

In our particular casaye chose the carbon atom coordination number (CN) to oxygen atoms of both
the surface hydroxyls ¢Pand of the neighbouring# molecules (§) as the collective variable (CV)

to predict the reativity of CQ molecules with the portlandite surfaces in a 40O mixture. This
choice of the collective variable ensures that the reaction barrier for sp3 hybridization of the carbon
atom is estimated and does not include any proton transfers in theggmeaction coordinates. The
calculation of the atom coordination numbers is defined by the switching fundtigr):

6 i S Eq. 5

whererijjis the instantaneous distance between atonasdj, rois the distance beyond which the bond
is considered to be broken amfj is the central value of the switching function (Ggdo) = 1).m and
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n are parameters of the switching function chosen in such a way@{g) tends to zero beyondo.
Gaussiarhills with the width of 0.02 and an initial height of 3.3 kJ/mol were added every 50 fs. The
well-tempered approaclj51] with a bias factor of 50 was employed to ensure a smooth convergence
of the free energy profile.

The portlandite crystal model utigd in this work is characterized by the hexagonal crystal structure
with lattice parametersi=b = 3.589 A¢c=4.911 Aga=b= 90° andy= 120986]. Portlandite Ca(OH)

is a layered mineral, with the layers consisting of distorted eslggring Ca@polyhedra. Each
hydroxyl group is connected to three calcium atoms in its layer and surrounded by three other
hydroxyl groups belonging to the adjacent layer ($égure 53. To build the surface models of
portlandite, supercells representing the crystare created by multiplying the unit cell by 4 x 4 x 3
along thea, b and c crystallographic directions, respectively. The supercells were then cleaved along
the planes (001), (100) and (110) exposing surfaces with varying surface calcium atom coordination
(Figures 5band5¢). The portlandite/HO/CQ atomistic models were built by inserting the®ICQ
molecules within a 10 A vacuum space of the (001), (100) and (110) (see$5.1 and D5.7 for
further details)

Figure5 - a) The crystal structure of portlandite. lllustration of the cleavage planes along the lowest energy surf
(001), c) (100) and (11p)anes.Color legend: O, red; H, white; Ca, green.
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(bOl)surface p—
(100) surface —*—

S Cleavage plane | Reaction barrier (kcal/mol)
(001) 16.43
(100) 10.08
(110) 18.13

22 2I44 2I46 2I48 :’;
C atom coord. number

b) (001)

Figure6 ¢ a) (Left) The free energyolution with the C atom coordination number for the (001), (100) and (110) sys

with HO/CQ mixture confined therein. (right) The calculated free energy barrier values for the (001), (100) and

systems. b) The snapshots of the configurationeafted C@with the portlandite surfaces; (left) (001) surface, (cent
(100) surface and (right) (110) surface. The resultadt U ions are highlighted with circles.

Figure 6ashows the evolution of the free energy with the carbon atom coordination number to the
oxygen atoms. The collective variable takes into account the oxygen atoms of botfQhedtecules

and surface hydroxyl groups. The calculated free energies of readcie 16.4%cal/mol,
10.08kcal/mol, and 18.1%cal/mol for the (001), (100) and (110) surfaces, respectively. The
carbonation reaction product in all the cases is a bicarbonate ion, illustrated in the snapshots in
Figure6b. The values obtained by our pywach are in good agreement with the reaction energy
barriers predicted for the formation of bicarbonate complex@-89] and carbonic aci§B9-93]. The

free energy barrier of 18.18cal/mol for the reaction on the (110) surface is the highest for the
sufaces investigated here.

The carbonation reaction on the (110) surface is preceded by many proton transfers among the water
molecules and the surface hydroxyl groups. Specifically, it directly involves concerted interaction of
two HO molecules, a hydrgkgroup and a COnolecule. The reaction barrier is in good agreement
with the 17.4kcal/mol[91] and 19.3kcal/mol[89] values estimated for the formation of carbonic acid

at similar conditions. For both the (001) and (100) surfaces, the carbonatiatioreav/olved one KD
molecule, surface OH group and a-@lecule. The ¥O molecule donates a proton to the surface
hydroxyl group and the resultant hydroxyl ion in turn interacts with & @®Olecule to form a
bicarbonate ion. The carbonation reactionrbar within the (100) surface is, however, noticeably low
and is within the range of values obtained for the reaction of it the (001) surface in the absence

of water[87-89].
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We relate the variation of the free energy barriers in the formatiothefbicarbonate complex to the
structure of the water at the interfacf4,95]which is in turn dictated by the surface chemistry and
the degree of nanoconfinemer{96,97] A threshold kD film thickness is required for carbonate
precipitation, and recery Placencia Gomez et. B8] have shown that carbonate precipitation
becomes predominant at about 1rbonolayers of water, below which the reaction products are
limited to (bi)carbonate surface complexes. The arrangement of the water molecules inithy \at

the three surfaces is distinct due to the disparity in surface chemistry and therefore this explains the
variation in the carbonation reaction mechanisms. Notably, within the (001) and (110) pores, water
molecules form a distinct layer between ti molecules and the surfaces in contrast to the (100)
pore where most of the water molecules occupy surface sites created by the missing hydroxyl groups
due to the fivefold coordination of the surface Ca atoms, with only a small percentage occupging th
rest of the pore space. Thus, there is no formation of a water layer between thardQ@he (100)
surface. Moreover, the adsorbed.® molecules are strongly surfaassociated and are not
sufficiently free to reorient and to participate in the hydratiohCQ[94]. The low reaction barrier for

the carbonation reaction on the (100) surface is hence associated to the chemisa®@eaddiecules

and the absence of a full water layer between the,@@l the surface.

3.1.2 dassicalGCMC andD simulationsof the interaction of CQ-rich fluids with GSH phases

The investigation of the interactions of &fch fluids with calcium silicate hydrate-8H) phase

started with performing grand canonical Monte Carlo (GCMC) simulations. The GCMC simulations
performedusing the Towhee computational packa@9] enabled us @ determine the density and
composition of C&H,O mixture intercalated within SH pores in equilibrium with bulk G®I,0
mixture. The temperature and pressure conditions chosen for our simulaticm823 K and 90 bar
which mimic theT/P conditions of carbon sequestratiofi00]. The chemical potential values for
HO/CQ bulk mixtures at the specified temperature and pressure conditions were obtained from the
work by Rao et a[101].

Subsequently,d further investigate the behaviour of the®/CQ fluid intercalated in the &H nanoe
channels, molecular dynamics (MD) simulations were performed using the LAMMPS simulation
packagg102,103] The initial atomic configurations for the MD simulations evebtained from the
GCMC calculations. Each MD run consisted of an initial equilibration of 1 ns Pir&atistical
ensemble and an additional 3 ns simulation in tHe€Tensemble to generate equilibrium atomic
trajectories for the subsequent propertynalysis. All the atoratom interactions are described using
the ClayFI42] classical potential in its more recent modified verdib®4,105]which allows for more
accurate description of the hydroxylatedSH surfaces and nanoparticle edges. Th® EMndCQ
moleculeswere described by the flexible SIEJ43, 106Jand EPMZ107,108]models respectively.
Long range electrostatic interactiomgre calculated using the Ewald summation metiéd,41]with

a cutoff radius of 10 A. Periodic boundary conditig48,41]were applied in all three dimensions.

To build the atomistic SH models, the starting configuration was a tobermorite 14 A crystal with a
chemical composition of &as016(OH}-7HO [109] and a C/S ratio of 0.83-&H is known to be a
poorly ordered material, characterized by layered silicate structtesembling an imperfect
tobermorite and/or jennite[110].
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Figure7 ¢ a) Atomistic €SH model with a C/S ratiof 1.75 illustrating the cleavage plane (002) to create dikét
nanopore model. b) A 1 nmSH slit pore model with confinecb®/CQ mixture. Color legend: O, red; H, white; Ca, green,
Si, yellow, C, grey.

In this regard, guided by availatdpectroscopic and diffraction dafa10-113], surface defects were
introduced taking into account that silica tetrahedral dimers are the most abundant of all silicate
species in &H and linear pentamers are the second most abundant. The chemistry afobiée

14 A was modified by creating surface defects via removal of charge neutsaln8i) as suggested
recently [114-115]. Once the defect has been introduced, local charge neutrality is satisfied by
addition of Hand Ca(OH) For the high C/S sgshs, additional moleculard® and Ca(Okljunits are

also introduced to obtain the desired C/S ratio. TR8K models investigated in this work have a C/S
ratio of 0.83 (defect free), 1.25, 1.5 and 1.Fgre7a). The constructed SHatomistic models wre

used to create models of several dikke pores of different size§or each of the system, planar pores

of sizes 5 nm were created by cleaving the crystal model along the (002) plane and gradually
increasing the interlayer space. The pore sizescsetl for simulation are within the typical size of gel
pores according to the-&H colloid model (i.e 1 to 12 nrf)16,117] Figure7billustrates a Inm pore
model filled with C@H-O mixture.

The equilibrium concentrations of ¢@nd HO inside the €SH nanopores determined from GCMC
simulationsfollows the approach of similar modelling studies for swelling dié%,118] Figure 8a
shows thatintercalation of C@within GSH decreases with increageC/S ratio. This finding is relate

to the surface chemistry of the-8H models, whereby, as the C/S ratio is increased, the pore size
widens due to deletion of SyQunits and the number of surface calcium atoms increases. The
increased number of calciugations and the strong hydratioanergy of calcium with polar-B
molecules explains the fact that high C/S rati6-@ models contain less ¢énd more HO molecules.
Other studies have reported that charge balancing cations have an effect on the intercalation of CO
in swelling claygl01,119122]. As thepore sizes are increased frorbInm there is an increase in £0
mole fraction, with HO molecules forming a layer over the surface interface, while the@ecules
occupy the central region of the porEigure 8bandc).
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