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1 LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 General context  

Fluid transport through heterogeneous pore matrices over broadly different time and length scales is 
at the heart of many technological and environmental processes [1-10]. Achieving a molecular-level 
description of fluid-solid interactions and the correlated interfacial dynamics as well as fluid diffusion 
through heterogeneous pore matrices would help to build quantitative functionalityςmorphologyς
transport relationships to enable the manufacture of more efficient and selective porous materials 
and processes of their efficient use [11-16]. Atomistic simulations can provide molecular structure and 
dynamics within the interfacial layers, where complex interactions between the porous matrices and 
fluids occur [17-25]. Such simulations, however, tend to be limited to single nano- to meso-pores of 
simple geometry, which falls short of accounting for the porous material complexity at larger length 
scales. At the same time, such classical atomistic simulations are also incapable to describe the 
processes of chemical interaction at the fluid-solid interface, ab-initio quantum mechanical 
simulations may be used for this purpose, but their great computational demand limits such 
simulations to a very small time and length scales [26-27]. On the other hand, at a larger time- and 
length- scales, approaches accounting for the porous material complexity must rely on a simplified 
picture of the confined fluid and its transport properties [28-30]. Achieving a balance between the 
three approaches, operating at three different time- and length- domains remains a challenge, 
especially because different applications require different levels of precision in the predictions, while 
in most cases it is preferable to obtain results at low, to moderate computational costs (e.g., [31-34]). 

Convective motion and molecular diffusion are the two main mechanisms responsible for fluid 
dynamics in porous matrices. Molecular diffusion becomes the dominant mechanism when fluids are 
confined in pores of size comparable to the size of the confined fluid molecules (i.e., in nanopores). 
The geometry of the nano-/meso-pores and their pore apertures as well as pore connectivity play an 
important role in regulating the amount of fluids that cross or enter, respectively, natural porous 
media [35-37]. Because many pores in the subsurface are in this size regime [8], it is crucial to 
understand the mechanisms by which molecular diffusion occurs in nanopores, and when surfaces 
and pore defects strongly affect the transport mechanisms. To illustrate these concepts, we report 
our computational studies for fluid transport in slit-shaped single nanopores, produced by employing 
atomistic molecular dynamics (MD) simulations.  

Bridging the gaps between the results obtained at the surface of a pore, within a single pore, a few 
pores, a few hundreds of pores, and ultimately within complex pore networks, requires the 
development of simulation approaches with high computational efficiency. In principle, atomistic MD 
is able to describe molecular phenomena even when they occur in large systems. However, it requires 
high computational resources, and therefore it can become inefficient and sometimes impractical to 
study fluid transport through heterogeneous porous matrices at length and time scales larger than a 
few nm and several hundreds of ns, respectively [38]. When practical applications require modelling 
such conditions, continuum fluid models, such as the no-slip HagenςPoiseuille flow equation or 
5ŀǊŎȅΩǎ ƭŀǿΣ ŀǊŜ ƻŦǘŜƴ ŜƳǇƭƻȅŜŘΣ ŀƭǘƘƻǳƎƘ ǘƘŜȅ Řƻ ƴƻǘ ŎƻǊǊŜŎǘƭȅ ŎƘŀǊŀŎǘŜǊƛȊŜ Ŧƭƻǿ ǿƛǘƘƛƴ ŎƻƳǇƭŜȄ 
nanoporous materials because in such systems non-continuum flow phenomena arise, due for 
example to well-ordered molecular structure near solid-liquid interfaces, inaccurate characterization 
of the local viscosity, and interfacial slip [38].  

In Figure 1, we summarise time and length scales in which quantum (ab initio) MD, classical atomistic 
MD simulations as well as Monte Carlo, lattice Boltzmann (LB) method, Kinetic Monte Carlo (KMC), 
macroscopic continuum fluid model and multiple modelling approaches are typically used. Developing 
a computational framework to couple all these techniques remains challenging, but promises the 
ability to capture phenomena that occur at the single-pore level (e.g., edge effects) with larger-scale 
phenomena (e.g., preferential flow pathways) towards truly predicting fluid transport through 
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heterogeneous porous matrices. Note that the shortest time and length scales, one could implement 
quantum mechanics methods to elucidate interactions between fluids and pore surfaces, which could 
for example lead to reactivity. 

We present some promising advances for the development and implementation of multi-scale 
approaches achieved by implementing non-equilibrium MD (NEMD) simulations, coupling MD 
simulations with LB calculations, and Lagrangian particle-tracking simulations. 

 

 

Figure 1 ς  Time and length scales in which atomistic MD simulations, lattice Boltzmann method, kinetic Monte Carlo, 
macroscopic continuum fluid ƳƻŘŜƭ ŀƴŘ ƳǳƭǘƛǇƭŜ ƳƻŘŜƭƭƛƴƎ ŀǇǇǊƻŀŎƘŜǎ ŀǊŜ ǳǎŜŘΦ ¢ƘŜ ŀǇǇǊƻŀŎƘ ƛŘŜƴǘƛŦƛŜŘ ŀǎ ΨƳǳƭǘƛǎŎŀƭŜΩ 

seeks to reconcile the results from the different methods towards describing fluid transport both precisely (e.g., taking into 
consideration molecular phenomena) and effectively (e.g., achieving length scales relevant for the applications). This figure 

was reproduced from Ref. [39]. Copyright 2005 Elsevier B.V. All rights reserved. 

 

1.2 Deliverable objectives 

Deliverable D5.4 άMulti-scale models of fluid behaviour in cemenǘ ŀƴŘ ǊƻŎƪ ǎŀƳǇƭŜǎέ aims to 
understand fluid transport in pore networks via multiple advanced simulation tools, e.g., quantum and 
classical molecular dynamics simulations, lattice Boltzmann methods, as well as Lagrangian particle-
tracking simulations. We are employing these multiscale simulation techniques to obtain an integral 
quantitative understanding of the fluid transport in concrete and rock samples and the failure 
mechanisms of concrete and rocks in subsurface geo-energy operations. 

 

2 Methodological approach 

2.1 Atomistic-scale MD simulations 

Developed by Alder and Wainwright in the late 1950s and Rahman in the early 1960s [40-41], MD is 
considered as a useful approach for computer simulation of multiple-body systems modelled at the 
atomistic level. Atoms in systems interact via forces and potential energies, giving a picture of their 
motion for a period of time. The trajectories oŦ ŀǘƻƳǎ ŀǊŜ ƻōǘŀƛƴŜŘ ōȅ ǎƻƭǾƛƴƎ ƴǳƳŜǊƛŎŀƭƭȅ bŜǿǘƻƴΩǎ 
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equations of motion. Forces between interacting atoms and potential energy are defined by atomic 
force fields for systems. 

Atomic force field models are built with empirical potentials with a particular functional form, showing 
the physical and chemical properties of the systems of interest. A common force field employed in the 
simulation of systems of N interacting atoms is expressed in the following form: 

Ὗὶȟȣȟὶ  
ὥ

ς
ὰ ὰ  

ὦ

ς
— —  

 
ὧ

ς
ρ ÃÏÓ ὲ‫ ‎

 τ‐
„

ὶ

„

ὶ
 Ὢ

ήή

‐ὶ
  

 

 Eq. 1 

The first three terms represent the bonded interactions. The summation indices run over all the bonds, 
angles and torsion angles determined by the covalent structure of the system. Specifically, the first 

two terms describe energies of deformations of the bond length li and bond angle qi from the 

equilibrium values li0 and qi0, respectively. The harmonic form of these terms (with force constants ai 
and bi) provides the correct chemical structure, but avoids modelling chemical changes (e.g. bond 
breaking). The third term describes rotations around the chemical bond, which are expressed by 
periodic energy terms (with periodicity determined by n and heights of rotational barriers defined by 
ci). The last two terms represent the non-bonded interactions. The fourth term illustrates the van der 
Waals repulsive and attractive (dispersion) interactions between atoms i and j separated by a distance 

rij in the form of the Lennard-Jones 12-6 potential with the diameter s and the well depth e. The last 
term is the Coulomb electrostatic potential where qi, qj are the partial atomic charges for atoms i and 

j, Ὢ   ƛǎ /ƻǳƭƻƳōΩǎ Ŏƻƴǎǘŀƴǘ ǿƛǘƘ ǘƘŜ ǇŜǊƳƛǘǘƛǾƛǘȅ ƻŦ ŦǊŜŜ ǎǇŀŎŜ ‭ and er is the relative dielectric 

constant. The cross Lennard-Jones term between unlike species is defined by the Lorentz-Berthelot 

combining rules [35]: „
 

 and ‐ ‐‐  for ideal mixtures. For non-ideal mixtures, for 

example, methane ς water mixtures, this cross Lennard-Jones term is obtained from „
 

 and 

‐ ρ Ὧ ‐‐  with kij being the solid ς fluid binary interaction parameter. 

Based on the potential energy U(r1Σ ΧΣ ǊN) as a function of their positions ὶᴆ ὼȟώȟᾀ , the force 
acting upon ith atom is computed by the gradient regarding to atomic displacements as shown:  

Ὂᴆ  ᶯὟὶȟȣȟὶ  
‬Ὗ

‬ὼ
ȟ
‬Ὗ

‬ώ
ȟ
‬Ὗ

‬ᾀ
  Eq. 2 

In these works, we used the CLAYFF force field [42] to describe amorphous silica substrates; the 
transferable potentials for phase equilibria (TraPPE) force field to describe carbon dioxide, hydrogen 
sulfide and methane; the second generation of the general AMBER force field (GAFF2) to describe 
organic molecules (e.g. benzene) and finally rigid SPC/E model [43] to simulate water. 

{ƻƭǾƛƴƎ bŜǿǘƻƴΩǎ Ŝǉǳŀǘƛƻƴǎ ƻŦ Ƴƻǘƛƻƴ ŦƻǊ ŀ ǎȅǎǘŜƳ ƻŦ b ƛƴǘŜǊŀŎǘƛƴƎ ŀǘƻƳǎ ВὊᴆ ά
ᴆ

, where 

ὶᴆὸ ὼὸȟώὸȟᾀὸ  is the position vector of ith atom and Ὂᴆ is the force acting upon ith atom 
at time t determined by the potential energy and mi is the mass of the atom, the position and velocity 
of each atom in the system is updated by a stepwise progression. To integrate the above equations of 
motion, the random initial positions and velocities calculated from Boltzmann distribution are needed 
[44]. 

Due to a tremendous number of atoms in the system, it is impractical to solve the equations of motion 
analytically. Instead, MD simulations use numerical methods to avoid this problem. Many numerical 
solutions for integrating the equations of motion are proposed, for example, the Verlet and leap-frog 
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algorithm [40, 41, 44]. In these studies, we applied the leap-ŦǊƻƎ ŀƭƎƻǊƛǘƘƳ ǘƻ ǎƻƭǾŜ bŜǿǘƻƴΩǎ 
equations of motion. This algorithm gives positions and velocities at time t in the following forms:  

ὶᴆὸ ὸ‏ ὶᴆὸ ὺᴆὸ
ρ

ς
 ὸ  Eq. 3‏ὸ‏

ὺᴆὸ
ρ

ς
ὸ‏ ὺᴆὸ

ρ

ς
ὸ‏  

Ὂᴆὸ

ά
 ὸ  Eq. 4‏

In this algorithm, initially the velocities are calculated at time t + 1/2dt; and then they are used to 

calculate the positions, r, at time t + dt. Thus, the velocities leap over the positions, and then the 
positions leap over the velocities. The velocities at time t can be calculated approximately by equation: 

ὺᴆὸ  
ρ

ς
ὺᴆὸ

ρ

ς
ὸ‏ ὺᴆὸ  

ρ

ς
 ὸ  Eq. 5‏

In order to update the positions and velocities in the stepwise numerical integration method, the 
forces acting upon the atoms have to be recalculated at each step. A summation for non-bonded 
interactions including van der Waal and electrostatic interactions has to be computed for all non-
bonded pairs. Therefore, the non-bonded interaction calculation step costs tremendous simulation 
time. To speed up the calculation, the cutoff distance is introduced. This indicates that the non-bonded 
pair forces for two atoms separated by a distance larger than the given cutoff distance are excluded. 
This method handles well for the van der Waal interactions; however, it is not applicable for the 
systems with charged atoms due to the importance of the long-range electrostatic interactions. Many 
efficient techniques have been developed to deal with the electrostatic interactions such as the one 
which is to divide the electrostatic interactions into a long-range and short-range component. While 
the short-range component is computed in real space, the long-range one is calculated in Fourier 
space using different approaches, for example, Ewald, particle-mesh Ewald (PME), and Particle-
Particle Particle-Mesh methods [44]. These approaches help reduce the computational time 
compared to the direct summation using the equation. In our simulations, we employ the PME 
algorithm to account for the long-range electrostatic interactions. 

Because of the limited computational resource and to speed up the simulations, only a finite sample 
of an extended system with an atomically detailed representation can be described explicitly in a 
computer model. Thus, the periodic boundary conditions [40, 41] are applied to allow a large system 
to be simulated. 

2.2 Ab initio molecular dynamics simulations 

AIMD is a versatile and powerful tool which combines both first principles and molecular dynamics 
concepts where the interatomic forces are calculated based on quantum mechanics (electronic 
structure theory) ŀƴŘ ǘƘŜ Ƴƻǘƛƻƴ ƻŦ ǘƘŜ ƴǳŎƭŜƛ ƛǎ ŘŜǎŎǊƛōŜŘ ŎƭŀǎǎƛŎŀƭƭȅ ŀŎŎƻǊŘƛƴƎ ǘƻ bŜǿǘƻƴΩǎ 
mechanical laws [26-27]. This allows realistic simulations of a chemically evolving system to be 
performed without adjustable parameters. Nevertheless, an accurate description of the processes is 
highly dependent on the different approximations employed in the electronic structure calculations, 
such as the exchange-correlation functional approximation, the description of the van der Waals 
interactions as corrections and the limited number of basis set.  

The AIMD simulations were performed within the Density Functional Theory (DFT) using the Gaussian 
and plane wave basis approach, as implemented in the CP2K code [45]. The core electrons were 
described using the Goedecker-Teter-Hutter (GTH) [46] pseudopotentials and the valence density was 
developed on a double-zeta DZVP basis set along with a plane wave basis set with cutoff energy of 
400 Ry. The generalized gradient approximation (GGA) parametrized by Perdew, Burke and Ernzerholf 
(PBE) [47] was used for the exchange-correlation terms with the dispersion interactions included using 
the Grimme D3 [48] corrections. The nuclei dynamics is treated within the Born-Oppenheimer 



Deliverable D5.4 

 

PU Page 12 of 70 Version 6.2 

 

approximation and convergence on forces was chosen to be 10-6 a.u. The timestep for the integration 
of the equations of motion was set to 0.5 fs. All calculations were performed in the NVT statistical 
ensemble (constant temperature T, volume V, and the number of particles N) at a temperature of 323 
K which is maintained using the Canonical Sampling through Velocity Rescaling (CSVR) thermostat [49]. 
The systems were pre-equilibrated for 5 ps before a production run of 30 ps was performed for further 
statistical property analysis.  

The relaxation times accessible by AIMD are smallτin the order of picosecondsτand thus not 
sufficient to capture chemical reactions which are rare events occurring at longer timescales. To 
overcome this potential limitation, the metadynamics enhanced sampling method [50-54] was used 
to facilitate the reaction events and evaluate the free energy of the CO2 carbonation reactions. 
Metadynamics enables the acceleration of conformational transitions by iteratively filling the 
potential energy surface by a sum of Gaussians centered along the trajectory of a set of collective 
variables. Thus, its effectiveness is defined by the appropriate choice of collective variables for the 
processes of interest. In our particular case, the metadynamics technique implemented into the 
PLUMED code [55] was utilised to predict the reactivity of CO2 molecules with cement surfaces in a 
CO2 mixture with H2O and to calculate the reaction free energies.  

2.3 Meso-scale LB simulations 

The significance of gas permeability estimation cannot be overstated for hydrocarbon gas recovery. 
The accuracy of large-scale production models for the tight formation including shale formation 
depends on assumptions regarding the permeability of the rock mass. However, predicting gas 
permeability through these rocks remains challenging because of the need to balance numerical 
accuracy and computational cost. Among alternative approaches, lattice Boltzmann (LB) simulations 
are effective in studying fluid transport at intermediate length and time scales (i.e., the mesoscale) at 
a modest computational cost.  

In the past decade, the LB method has been applied to simulate fluid flows at finite ὑὲ values. It has 
been recognized that the boundary conditions (BCs) are essential for ensuring that LB simulations yield 
realistic results at such conditions. In fact, recent applications to shale rock samples [56-58] that 
implemented the BB+SR BC yield overestimated Klinkenberg effects compared to the Beskok-
Karniadakis-/ƛǾŀƴΩǎ ό.Y/Ωǎύ ŎƻǊǊŜƭŀǘƛƻƴ [59, 60]. To date, few studies probe into the reason for such 
overestimation.  

The LB work presented in Deliverable D5.4 addresses two fundamental questions by simulating gas 
flows through micro-/nano-porous media via non-equilibrium MD simulations and LB simulation 
sequentially, where MD simulations are used to benchmark the LB results to identify the appropriate 
BCs: (1) whether the LB method is applicable to describe gas flows through micro-/nano-porous 
media, and (2) whether the physical phenomena responsible for the Klinkenberg effect are 
consistently described at microscopic, mesoscopic, and macroscopic scales.  

The LB method statistically describes the motion of gas particles and simulates the spatiotemporal 
ǾŀǊƛŀǘƛƻƴ ƻŦ ǇŀǊǘƛŎƭŜǎΩ ǾŜƭƻŎƛǘȅ ŘƛǎǘǊƛōǳǘƛƻƴ ŀǎ ƎƻǾŜǊƴŜŘ ōȅ ǘƘŜ ŘƛǎŎǊŜǘŜ .ƻƭǘȊƳŀƴƴ Ŝǉǳŀǘƛƻƴ [61]. The 
distribution function (Ὢ) represents the dimensionless mass density of particles with velocity ╬ at 
location ● and time ὸ [62]. Macroscopic gas properties, e.g., mass density, momentum density, total 
energy density, and flow velocity, can be calculated from weighted summations of the discrete 
velocity distribution.  
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Figure 2 ς Particle collision and propagation in (a) fluid domain, (b) at the convex corner, and (c) at the concave corner. 
Simulated PM structure of (d) PM1 and (e) PM2. Gray filled slabs are impermeable solid matrices. Void spaces are indexed 

pores (e.g., p1) with arrows denoting simulated gas flow directions. 

 

2.3.1 Particle Collision and Propagation 

The LB model implemented in this work is based on a two-dimensional-nine-discrete-velocity (D2Q9) 
set, shown schematically in Figure 2a. Each square lattice is associated with nine nodes: Node 9 is at 
the center of the lattice site, and the others at the center of the neighboring lattice sites. Different 
nodes are assigned a different discrete velocity constant vector, i.e., ╬ᶻ

ρȟπȟπȟρȟ ρȟπȟπȟρȟρȟρȟ ρȟρȟ ρȟρȟρȟρȟπȟπ , for ‌ ρȟςȟȣȟω, respectively. 
Nodes are classified as fluid, boundary, and solid nodes, according to the location of the lattice site 
within the porous media (PM). The lattice site in pore space is the fluid node, in which the discrete 
Boltzmann equation applies; The lattice site on solid is the solid node, in which the velocity distribution 
remains zero; A boundary node, to which BCs applies, links a fluid aƴŘ ŀ ǎƻƭƛŘ ƴƻŘŜΦ ¢ƘŜ Ψƭƛƴƪ-wise 
ōƻǳƴŘŀǊȅ ƴƻŘŜΩ ƛǎ ŀǇǇƭƛŜŘ ƘŜǊŜ ǿƘŜǊŜ ǘƘŜ ŎƻƳǇǳǘŀǘƛƻƴŀƭ ōƻǳƴŘŀǊȅ ƛǎ ƭƻŎŀǘŜŘ ƻƴ ǘƘŜ ƭƛƴƪ ōŜǘǿŜŜƴ ǘƘŜ 
physical boundary and fluid node. The scheme for particle collision and propagation at the boundary 
node can be different for different lattice sites; local geometry of the computational boundary, e.g., 
at the convex (Figure 2b) and concave corners (Figure 2b), can determine the scheme for the BB+SR 
BC.  

If the central node (Node 9) is identified as a fluid or boundary node, particle collisions occur locally. 

The velocity distribution after a collision, denoted by Ὢ , propagates along its discrete velocity 
vector (╬ᶻ) to neighboring nodes. The propagated velocity distribution will be the velocity distribution 

before the next collision, denoted by Ὢ . One collision-propagation cycle occurs in a single time step, 

where each central lattice simultaneously receives Ὢ  from and emits Ὢ  to its eight neighboring 
lattices. This process is governed by the discrete Boltzmann equation, Eq. Eq. 6, which models the 

change of velocity distributions during a collision at lattice location ●ᶻ and time ὸᶻ (from Ὢ  to Ὢ  
on the right-hand-side (RHS)), and a particle propagation to the next lattice location ●ᶻ ╬ᶻ‏ὸᶻ at the 

time ὸᶻ ὸᶻ (from Ὢ‏  on RHS to Ὢ  on the left-hand side of Eq. Eq. 6). 
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Ὢ ●ᶻ ╬ᶻ‏ὸᶻȟὸᶻ ὸᶻ‏ Ὢ ●ᶻȟὸᶻ ɱ ●ᶻȟὸᶻ

●zȟz

 
Eq. 6 

¢ƘŜ ǎǳǇŜǊǎŎǊƛǇǘ ΨΩz ƛƴ Eq. 6 denotes non-dimensionalized parameters. The discrete collision operator 

ɱ  models the velocity distribution relaxation to its equilibrium values (Ὢ ) at node ‌. The linear 

Bhatnagar-Gross-Krook (BGK) collision operator is implemented, where ɱ Ὢ Ὢ Ⱦ†ᶻ

πȢυ and †ᶻ is the dimensionless relaxation time. Based on the Maxwell-Boltzmann distribution, the 
discrete equilibrium distribution for the isothermal condition can be expanded in the Hermite 
polynomials as [62]: 

Ὢ ●ᶻȟὸᶻ ύ”ᶻρ
ὧᶻόᶻ

ὧᶻ
όᶻόᶻὧᶻὧᶻ ὧᶻ ‏

ςὧᶻ
Ȣ 

Eq. 7 

In Eq. 7, subscripts ὭȟὮ denote a vector component, e.g., όᶻᶰόᶻȟόᶻ . The local fluid mass density ”ᶻ 

can be calculated by local lattice velocity distributions in ”ᶻ В Ὢ. The flow velocity ◊ᶻ is 

calculated from the summation of velocity distributions in ◊ᶻ В ╬ᶻὪȾ”ᶻ πȢυ‏ὸᶻ╪ᶻ, where ╪ᶻ 
is the dimensionless acceleration vector, and ύ  is a weighting factor for different nodes and 

В ύ ρ. Within the D2Q9 velocity set, ή ω, ύ , ύȟȟȟ , and ύȟȟȟ . The non-

equilibrium distribution Ὢ , as the difference between Ὢ and Ὢ , reflects how far the fluid 
particles are from equilibria. Small for continuum flow, this value can be large for slip (0.001<ὑὲ<0.1) 
and transitional flows (0.1<ὑὲ<10). 

When discretizing Eq. 6, the velocity space should be projected onto the Hermite space with 
orthonormal bases. The un-projected part of Ὢ will cause aliasing errors, which can be alleviated by 

projecting Ὢ onto the Hermite space by expanding Ὢ  ƛƴ ǘƘŜ IŜǊƳƛǘŜ ǇƻƭȅƴƻƳƛŀƭǎΣ ƴŀƳŜŘ ŀǎ ΨǘƘŜ 

ǊŜƎǳƭŀǊƛȊŀǘƛƻƴΩ [63]. The projected (or regularized) Ὢ  is denoted by Ὢ . Up to the second-rank 

polynomials, Ὢ  reads 

Ὢ ●ᶻȟὸᶻ ύ ẗ
ὧᶻὧᶻ ὧᶻ ‏

ςὧᶻ
Ὢ ●ᶻȟὸᶻ ὧᶻὧᶻ ὧᶻ ‏ ȟ 

  Eq. 8 

where Ὢ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ . The Kronecker delta ‏  is 1 when 

Ὥ Ὦ, and 0 when Ὥ Ὦ. 

2.3.2 Knudsen Number and Relaxation Time 

Because the characteristic length ὰ is often considered as the hydraulic radius (Ὑ ) [43], the Knudsen 
number in free space can be defined as: 

ὑὲ
‗

Ὑ
 Ȣ Eq. 9 

Ὑ  can be different for different pore geometries. In this work, gas flow is simulated through three 
PM: PM1 (Figure 2d), PM2 (Figure 2e), and PM3 (Figure 2a). We denote either the local pore height 
of PM1&PM2 or the local pore diameter of PM3 as Ὄ. For PM1&PM2, periodic boundary conditions 
are applied on the streamwise direction, and the pore geometries are treated as slit pores where pore 
length is greater than pore height. In such a geometry, Ὑ  is approximated by the height of the pore, 
i.e., Ὑ Ὄ [64]. For PM3, in which we apply non-periodic boundary conditions along the streamwise 
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direction, the pore geometries are modeled as circular. For such geometry, Ὑ  is the quarter of the 
pore diameter, i.e., Ὑ ὌȾτ [64].  

To calculate ὑὲ based on pore structure and gas properties, we use [65]  

ὑὲ
ὯὝ

Ѝς“ὥὖὙ
ȟ  Eq. 10 

where Ὧ  is the Boltzmann constant; ὖ is gas pressure obtained by atomic number density of gas in 
the MD system and PengςRobinson equation of state [66]; ὥ is the fluid molecular diameter, 
approximated as the LennardςJones parameter „  [67,68], e.g., for methane „  0.373 nm.  

In a confined space, the mean free path is shorter than in free space. The reduction factor is modeled 
as   ὑὲ ρ ὦὑὲ  where ὦ is the Bosanquet parameter, typically ὦ = 3.4 [69]. A modified 
Knudsen number ὑὲ ὑὲ ὑὲ is used for confined PM simulated in this work. 

The Knudsen number in PM3 includes the porosity (‐) and the dimensionless permeability (Ὧ) [70]:  

ὑὲ ὑὲ
‐

ρςὯ
 Eq. 11 

where Ὧ
Ⱦ

, Ὧ  is the dimensional intrinsic permeability estimated by LB simulations, and the 

conversion factor ὌȾσς is the Darcy permeability for the tube [71].  

In the BGK collision operator in Eq. 6, the dimensionless relaxation time (†ᶻ) characterizes how soon 
particles will reach local equilibrium state from perturbation during collisions [62,72]. †ᶻ relates to the 
dynamic viscosity (–) in – ὧ”†ᶻ‏ὸ, where ” is mass density.  ὧ is the speed of sound, related to 

the universal gas constant Ὑ, molar mass ὓ, and absolute temperature Ὕ as ὧ ὙὝȾὓ. In Equation 

Eq. 9, Ὑ  can be expressed in its dimensionless form as Ὑᶻ ὙȾ‏ώ. The mean free path relates to 

the dynamic viscosity (–) as ‗ –ὖ “ὙὝȾςὓ [44]. Given that ὧ ὸ‏ώȾ‏ …ὙὝȾὓ (where … is 

a constant, e.g. … σ in the D2Q9 velocity set), †ᶻ is obtained as a function of ὑὲ: †ᶻ

ς…Ⱦ“Ὑᶻὑὲ. 

2.3.3 The Improved BC for Gas Slippage 

Since solid-gas interactions are reflected as molecular momentum exchanges, i.e., the exchange of Ὢ 
coming into, and going out from the fluid domain, BCs at the solid-gas interface may not only affect 
the flow behavior near the interface but also near the pore center. By imposing zero flow velocity 
normal to the surface and a non-zero velocity tangential to the surface, the specular reflection (SR) BC 

yields infinite slip [73,74]. The SR BC assumes that Ὢ  of the outgoing ╬  is specularly reflected at 

the boundary. The reflected velocity is ╬ ╬ ς╬ẗ▪▪, where ╬ẗ▪ π and ╬ ẗ▪ π. The 
velocity distribution becomes  

Ὢ ●ᶻȟὸᶻ ὸᶻ‏ Ὢ ●ᶻȟὸᶻȢ 
Eq. 12 

In Figure 2Ŏ, ╬, once hitting the bottom solid node, is reflected along the direction of ╬; Ὢ  is 

assigned the value of Ὢ  following specular reflection. In a similar mechanism, ╬ is reflected along 

the direction of ╬ and Ὢ  is assigned the value of Ὢ .  

In LB simulations of finite-ὑὲ flow where gas slip is finite, a classical approach is to algebraically 
combine a no-slip BC (e.g., BB) with a finite slip BC (e.g., SR). One can account for velocity distribution 
contributions from each BC via a combination fraction (ὶ): 
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 Ὢ ●ᶻȟὸᶻ ὸᶻ‏ ὶ●ᶻẗὪ ●ᶻȟὸᶻ ρ ὶ●ᶻ ẗὪ ●ᶻȟὸᶻȢ 
Eq. 13 

The standard bounce-back (SBB) BC prescribes that at the boundary node, the outgoing velocity (╬), 
once hitting the physical boundary, exchanges the velocity distribution by reversing its direction, i.e., 

the direction of the incoming velocity ╬. The incoming velocity distribution (Ὢ ) before the next 

collision is therefore assigned the outgoing velocity distribution (Ὢ ). That is,  

Ὢ ●ᶻȟὸᶻ ὸᶻ‏ Ὢ ●ᶻȟὸᶻȟ 
Eq. 14 

where ╬ ╬, ╬ẗ▪ π, ╬ẗ▪ π, and ▪ is the surface normal vector from solid to fluid. In 

Figure 2ō, Ὢ  of outgoing velocity ╬ will replace Ὢ  of the incoming velocity ╬ before next 

collision. This velocity distribution inversion takes place only between an outgoing velocity and an 
incoming velocity, in pairs. In Figure 2b, except the paired outgoing and incoming velocities, the rest 
is parallel to the boundary node, where ╬ẗ▪ π, i.e., ╬ and ╬, ╬ and ╬, ╬ and ╬. 

The correct implementation of the combined BC relies on the prerequisite that the no-slip BC can 
achieve a physically sound no-slip condition. However, the analytical solutions reveal that SBB is 
insufficient to mirror a no-slip boundary [75] ǎƛƴŎŜ ǘƘŜ ΨǳƴŎƻƴǘǊƻƭƭŜŘΩ ǇŀǊŀƭƭŜƭ ǾŜƭƻŎƛǘȅ ǎŜǘǎ Ŏŀƴ ƭŜŀŘ ǘƻ 
unphysical slip. In the SBB scheme, parallel velocities are propagating velocity distributions from 
neighboring fluid and boundary nodes [61]. When parallel velocities propagate, they are subject to 
acceleration, pressure, and fluid density at inlet and outlet boundaries, which may cause a tangential 
non-zero velocity distribution, and therefore lead to unphysical slip.  

A modified bounce back (MBB) BC is needed to enforce zero slip. One approach is to impose that each 
pair of parallel velocity distributions ╬  and ╬  is equivalent after the collision [75]:  

Ὢ ●ᶻȟὸᶻ ὸᶻ‏ πȢυὪ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ ȟ 
Eq. 15 

and  

Ὢ ●ᶻȟὸᶻ ὸᶻ‏ πȢυὪ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ Ȣ 
Eq. 16 

When handling the parallel velocities, this approach requires identifying the parallel velocities at the 
boundary, which can be tedious in complex PMs. Unfortunately, not implementing this approach can 
negatively affect the accuracy of the results. 

Here the SBB scheme in the SBB+SR BC is replaced by the MBB scheme to avoid the unphysical slip, 
and the SBB+SR BC is improved by combining MBB and SR BCs. Specifically, the improved BC, i.e., 
MBB+SR BC is based on the combination of the SBB BC in Eq. 14, the control of parallel velocities in 
Eqs. Eq. 15 and Eq. 16, the SR BC in Eq. 12, and the combination rule in Eq. 13.  

To realize the second-order slip in LB simulations, we adopted Eq. 17 for the combination fraction ὶ 
[74]. Eq. 17 was originally derived for the classical BC inclusive of SBB and SR, and it holds also for the 
MBB+SR BC. In deriving Eq. 17, as shown by others [74], all velocity distributions (Ὢ) including the 
parallel velocities are lumped into the streamwise velocity (ό). The derived expression of ό is applied 
to the finite-difference equation to obtain the formula of slip velocity (ό) in LB simulations, and the 
derived LB slip velocity is then compared with the analytical ό to obtain the expression for ὶ as in Eq. 
17.  
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ὶ ρ
“

φ

ρ

τὑὲz Ὑᶻ
ὃ ςὃ

ψ

“
ὑὲᶻ ȟ Eq. 17 

where coefficients ὃ ς „ ρ πȢρψρχ„Ⱦ„ and ὃ “ πȢυὃ. The coefficient „ is the 
tangential momentum accommodation coefficient (TMAC). It is a measurement of solid-gas 
interactions and corresponds to an average exchange rate between the incident and reflected 
tangential momentum when gas molecules hit the wall, i.e., „ † †Ⱦ† † , where †, †, 
and †  are the tangential momentum of reflected molecules, incident molecules, and wall surface, 
respectively [76]. When „ π, specular reflection is present; when „ ρ, full diffuse reflection 
occurs. In LB models, TMAC is often chosen to be unity [57,77,78], which assumes full diffuse 
reflection. However, both numerical and experimental studies indicate that TMAC should be non-
unitary in porous media [70,79]. Since the reported experimental TMAC for methane is limited, we 
assume the value reported for Nitrogen gas („ πȢψςχ) as the value for methane in our LB simulations 
[80]. 

2.3.4 Gas Permeability of Pressure-Driven Flow 

We simulate gas flow through PM, driven by a pressure gradient across the inlet and the outlet of the 
PM. The pressure gradient is modeled by the discrete external force ╕ᶻ. After incorporating ╕ᶻ, Eq. 6 
becomes 

Ὢ ●ᶻ ╬ᶻ‏ὸᶻȟὸᶻ ὸᶻ‏
ς†ᶻ ρ

ς†z ρ
Ὢ ●ᶻȟὸᶻ Ὢ ●ᶻȟὸᶻ  ὸᶻ╕ᶻȟ Eq. 18‏

where ╕ᶻ is discretized as: 

Ὂᶻ
ς†ᶻ

ς†z ρ
ύ”ᶻ

ὧᶻὥᶻ

ὧᶻ
ὥᶻόᶻὧᶻὧᶻ ὧᶻ ‏

ὧᶻ
Ȣ Eq. 19 

In Eq. 19, Ὂᶻ and ὥᶻ are the component of the force vector ╕ᶻ and the acceleration vector ╪ᶻ, 
respectively. The acceleration is related to force density (╕ᶻ) in terms of fluid mass density (”ᶻ): ╕ᶻ

”ᶻ╪ᶻ. The force density equals the pressure gradient in the opposite direction, as Ὂᶻ ​ὖᶻ. In MD 
simulations, each molecule is subject to a constant external force ╕ ╕Ⱦὲ [81], where , ὲ
”ὔȾὓ is the atomic number density. By correlating ╕ ”╪, the acceleration term reads ╪
╕ ὔȾὓ. 

Table 1 ς Input data for LB simulations. 

 PM1 PM2 Source 

p1 through p4 p5 p1 through p8 

ὲ (1/Å ) 0.0058 0.0043 0.0055 MD simulations 

– (Paẗs) 2.20e-05a 4.30e-05b 1.90e-05c MD simulations 

​ὖ (MPa/nm) 8.060 5.975 7.643 ​ὖ ╕ ὲ 

TMAC 0.827 0.827 0.827 [79] 

ŀ ǘƘŜ ǊŜŦŜǊŜƴŎŜ ŘȅƴŀƳƛŎ ǾƛǎŎƻǎƛǘȅ – ƛƴ taмΦ 
ō ŎŀƭŎǳƭŀǘŜŘ ōȅ – †z–Ⱦ†ᶻΦ 
Ŏ ǘƘŜ ǊŜŦŜǊŜƴŎŜ ŘȅƴŀƳƛŎ ǾƛǎŎƻǎƛǘȅ – ƛƴ taнΦ 

 

.ŀǎŜŘ ƻƴ 5ŀǊŎȅΩǎ ƭŀǿΣ ŘƛǊŜŎǘƛƻƴŀƭ ǇŜǊƳŜŀōƛƭƛǘȅ ƛƴ ta ƛǎ ŜǎǘƛƳŀǘŜŘ ōȅ ŀǾŜǊŀƎŜ ŦƭǳƛŘ ǾŜƭƻŎƛǘȅ ǳƴŘŜǊ ŀ 

pressure gradient: Ὧᶻ όᶻ–zȾ​ὖᶻ, where Ὥ indicates the direction of the measured permeability. 

–z is the average dynamic viscosity, which is calculated by –z ”ᶻὧᶻ †z, where †z is the average 
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relaxation time across different pores. Based on the above formulae, permeability is estimated by 

Ὧᶻ όz ὧᶻ †zȾὥᶻ (dimensionless) and Ὧ ὅὯᶻ (dimensional), where ὅ is the unit conversion 
factor (ὅ) for length in Error! Not a valid bookmark self-reference.. 

 

Table 2 ς Unit conversion between dimensional and the dimensionless LB systems [45]. 

 Dimensional (units) Dimensionless  

Length ὒ (m) ὒz (lua) 

Hydraulic radius Ὑ  (m) Ὑᶻ (lu)  

Lattice side ‏ὼ or ‏ώ (m) ‏ὼz ώz‏ ρ (lu) 

Elapsed time ὸ (s) ὸz (tsb) 

Time step ‏ὸ (s) ‏ὸz ρ (ts) 

Lattice velocity 
ὧ  (m/s) ὧz

ᶻ

ᶻ
ρ (lu/ts) 

The conversion factor for distance ὅ ᶻ ᶻ ᶻ  z(m) 

The conversion factor for time ὅ ᶻ  z(s) 

The conversion factor for velocity ὅ  z (m/s) 

The conversion factor for acceleration ὅ  z(m2/s) 

ŀ ƭattice unit. 

ō ǘime step.  

2.3.5 Model Setup 

To initiate LB simulations, structural information of porous media is required including pore diameter, 
dimensions of the PM, and locations of boundary nodes. In Figure 2d and Figure 2e, we show the 
structures of the porous media used in this work, denoted by PM1 and PM2. In PM1, p1 through p4 
are congruent micropores where the height Ὄ  ρȢρ nm and the pore length ὒ  τ nm; p5 is a 
mesopore with Ὄ  σȢψ nm and ὒ  τ nm. In PM2, p1 & p8, p4 & p2, p3 & p5 through p7 are 
micropores congruent in pairs. Two PM share a similar structure expect a mesopore in PM1 (i.e., p5) 
is subdivided into four micropores in PM2 (i.e., p1, p2, p4, p8) by a tilted slab with φπ rotation. 
Periodic boundary conditions are set on the left and right end of PM1 and PM2. We also apply the 
improved BC to a complex PM, i.e., PM3.  

Input data in the LB simulations are summarized in Table 1. The gas density from MD is used to 
estimate fluid pressure and ὑὲᴂ. Local ὑὲ is calculated for each pore, followed by the calculation of 
†ᶻ and ὶ in Eq. 17 as a function of ὑὲ. Solid-gas interactions are modeled by specifying the TMAC.  

Eq. 18 along with the classical BCs or the improved BCs is applied to predict gas transport behavior in 
micro-/nano-porous media when the flow reaches a steady state. We impose BB BCs and †ᶻ ρ to 
simulate intrinsic permeability (Ὧ ) and BB+SR BCs for apparent gas permeability. Lastly, we evaluate 
the Klinkenberg effect by calculating the permeability correction factor, i.e., the ratio of apparent to 
intrinsic permeability (Ὧ ȾὯ ). To validate the effectiveness of the improved BCs in simulating 

finite-ὑὲ flow, we conducted nonequilibrium MD simulations of methane transport through PM1 and 
PM2.  

Unit conversion from the dimensionless LB environment to the physical MD system, which is essential 
for data analysis, is tabulated in  

Based ƻƴ 5ŀǊŎȅΩǎ ƭŀǿΣ ŘƛǊŜŎǘƛƻƴŀƭ ǇŜǊƳŜŀōƛƭƛǘȅ ƛƴ ta ƛǎ ŜǎǘƛƳŀǘŜŘ ōȅ ŀǾŜǊŀƎŜ ŦƭǳƛŘ ǾŜƭƻŎƛǘȅ ǳƴŘŜǊ ŀ 

pressure gradient: Ὧᶻ όᶻ–zȾ​ὖᶻ, where Ὥ indicates the direction of the measured permeability. 
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–z is the average dynamic viscosity, which is calculated by –z ”ᶻὧᶻ †z, where †z is the average 
relaxation time across different pores. Based on the above formulae, permeability is estimated by 

Ὧᶻ όz ὧᶻ †zȾὥᶻ (dimensionless) and Ὧ ὅὯᶻ (dimensional), where ὅ is the unit conversion 
factor (ὅ) for length in Error! Not a valid bookmark self-reference.. 

 

Table 2. The most important is the unit conversions for space and time. In our study, uniform square 
lattices of the side ‏ὼ are set up according to the specified spatial resolution. The fluid kinematic 
viscosity (ὺ) determines the simulation time step ‏ὸ. The unit conversion factor for the time ὅ is 

obtained by the conversion of ὺ: – ”ὧᶻ †ᶻὅȾὅ. To obtain a constant value of ὅ, we consider 
that the local – in a pore is proportional to its †ᶻ: –Ⱦ– †ᶻȾ†ᶻΣ ǿƘŜǊŜ ǘƘŜ ǎǳōǎŎǊƛǇǘ ΨлΩ ŘŜƴƻǘŜǎ ǘƘŜ 
value in the reference pore with a height of 1.1 nm. The value of – is obtained from the bulk velocity 
profile in MD results, which is consistent with data from Ref. [82]. The unit conversions for velocity 
and acceleration are performed based on the unit conversions of time and length [62,83].   

2.4 Statistical modelling & Lagrangian particle-tracking simulations 

Many-particle systems in crowded environments (packed with many obstacles) are ubiquitous in 
Nature, yielding a wealth of important phenomena ranging from clustering in granular gases [1], 
localization transition during colloidal gelation [2], biofilms formation [3], solute dispersion [4] as well 
as nanoparticles deposition in porous media [5,6]Φ ¦ƴŘŜǊǎǘŀƴŘƛƴƎ ǘƘŜ ǇŀǊǘƛŎƭŜǎΩ ƪƛƴŜǘƛŎ ŘƛǎǘǊƛōǳǘƛƻƴ ƛƴ 
real environments is essential to achieve particulate control [7]Φ IƻǿŜǾŜǊΣ ŘǳŜ ǘƻ ǘƘŜ ŜƴǾƛǊƻƴƳŜƴǘΩǎ 
heterogeneity in both its structural and chemical properties, thŜ ǇŀǊǘƛŎƭŜǎΩ ƪƛƴŜǘƛŎ ŘƛǎǘǊƛōǳǘƛƻƴǎ ŀǊŜ 
usually complex parametric functions. Prior studies described how such distributions depend on 
environmental variables (e.g., obstacle size [8], porosity [9-11], pore structure [12]) via interpreting 
the fitted probability distribution functions (PDFs), such as exponential [8,13,14], stretched 
exponential [9,15], power-law [12,16], and power-exponential ones [10]. However, the assessment of 
their predictive ability remains elusive, because these functions contain fitting parameters that often 
lack a solid physical foundation.  

Phenomenologically, laboratory particle-tracking data for solutes, nanoparticles (NPs), and 
microparticles (MPs) through random packs of spheres manifest similar non-Gaussian velocity 
probability distributions [3,8,17], suggesting that a universal function might be able to describe 
particle kinetics. Should such universal function exist, it should be consistent with rigorous 
mathematical derivations, such as the Maxwell-Boltzmann (MB) distribution for non-interacting ideal 
gas particles [18]. However, when particles transport through real environments, they can deposit 
[19], in which case the MB distribution is likely to break down [20]. This observation calls for new 
theoretical developments to desŎǊƛōŜ ǎǘŀǘƛǎǘƛŎŀƭ ǇŀǊǘƛŎƭŜǎΩ ƪƛƴŜǘƛŎǎ ƛƴ ŎǊƻǿŘŜŘ ŜƴǾƛǊƻƴƳŜƴǘǎΦ 

In our work, we consider many particles in a pressure-gradient-induced fluid flow through an obstacle-
packed heterogeneous environment. We derive a universal function able to describe the partiŎƭŜǎΩ 
ǾŜƭƻŎƛǘȅ ŘƛǎǘǊƛōǳǘƛƻƴ ōȅ ƳƻŘŜƭƛƴƎ ǇŀǊǘƛŎƭŜǎΩ ōŜƘŀǾƛƻǊǎ ƴŜŀǊ ǘƘŜ ǇƻǊŜ ŎŜƴǘŜǊ ŀƴŘ ǘƘŜ ǇƻǊŜ ǿŀƭƭΣ 
respectively. The theory proposed rationalizes that particle Péclet number and the strength of 
particle-wall interactions govern particle kinetic distributions. 

2.4.1 Statistical modelling 

Let us consider the longitudinal transport of particles driven by a pressure gradient (ὖɳ) in a porous 
medium where the average pore size is much greater than the particle size. Particles near the pore 
center are thus unaffected by particle-wall interactions (e.g., electrostatic and van der Waals (vdW) 
forces). In these conditions, the particle longitudinal velocity (ὺÐ,) can be decomposed into advective 

(όÐ,) and diffusive components (ύÐ,), i.e., ὺÐ, όÐ, ύÐ,. The (longitudinal) total energy of each 
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particle (Ὁ άÐὺÐ,Ⱦς) can therefore be expressed as a sum of advective (ὑ! άÐόÐ,Ⱦς) and 

diffusive kinetic energy (ὑ$ άÐύÐ,Ⱦς), i.e., Ὁ ὑ! ὑ$ [21].  

Due to the imposed ɳὖ, particles at location ὼ experience a flow potential  •ὼ ὖɳὼȾὲάÐ [22], 

where ὲ is the mean particle number density, and άÐ is the mean particle mass. At time ὸO Њ, the 

local particle number density, ὲὼ, obeys a Boltzmann distribution: ὲὼ ὲὼ π ÅØÐɳὖὼȾ
ὲὯ"Ὕ, where Ὧ" is the Boltzmann constant and Ὕ is the absolute temperature [23]. By coupling ὲὼ 
with the local MB distribution [24] ƻŦ ǇŀǊǘƛŎƭŜǎΩ velocities ὺÐ,, we derive the velocity PDF for particles 

near the pore center:  

Ὢ ὺÐ,ᶿÅØÐ

ὖɳ
ὲ
ὼ
ρ
ς
άÐύÐ,

Ὧ"Ὕ
ᶿÅØÐ

άÐὺÐ,

ςὯ"Ὕ
ȟ 

Eq. 20 

where Ὕ is the temperature that reflects the mean ộὉỚ άÐộὺÐ,ỚȾ ς ὯὝȾς in the presence of 

ὖɳ. The equation above considers that after the particles are introduced at the upstream of the 
porous medium (at ὼ π) with zero velocity, their flow potential decreases as the advective kinetic 

energy increases, i.e.,  ɳ ὖὼȾὲ άÐόÐ,Ⱦς. After taking the logarithmic derivative, we obtain 

ÄÌÎὪ ὺÐ,ȾÄὺÐ, ς‎ὺÐ,, where the constant ‎ is positive, because Ὢ ὺÐ, must converge to a 

finite probability when ὺÐ,O Њ.  

For particles near the pore wall (i.e., obstacle surfaces), it is assumed that advective velocity is 
negligible (i.e., όÐ, π) because of fluid stagnation. ¢ƘŜ ǇŀǊǘƛŎƭŜǎΩ ƭƻƴƎƛǘǳŘƛƴŀƭ ǾŜƭƻŎƛǘȅ ƴŜŀǊ ǘƘŜ ǇƻǊŜ 

wall (ὺÐ,) is the sum of the diffusive velocity and an additional velocity term (—) affected by the 

particle-wall interactions: ὺÐ, ύÐ, —. To quantify such particle-wall interactions, we adopt the 

extended Derjaguin-Landau-Verwey-Overbeek (XDLVO) formalism, where the net interaction energy 
is due to the combination of London-vdW, electric double layer, and short-range Born interactions 
[25]. A typical XDLVO curve of net interaction energy versus separation distance features a deep 
primary minimum and a shallow secondary minimum, separated by a repulsive maximum. The 
difference between the local interaction energy and the repulsive energy maximum is the energy 
barrier (ɝὉ), which hinders deposited particles from leaving the primary minimum. Therefore, ɝὉ is 
regarded as an activation energy for particle release [28]. Once escaped from the primary minimum, 
depending on local thermal conditions, particles may escape from the secondary minimum, becoming 
free particles that transport along with the fluid stream.  

To quantify the impact of the activation energy on ὺÐ,, we adopt the Arrhenius Equation [19], i.e., 

ὺÐ, ὺÅØÐ
ɝὉ

Ὧ"Ὕ
ȟ Eq. 21 

where ὺπ is the escaping velocity when the energy barrier is absent, i.e., ɝὉ π. The equation above 
quantifies how the particle velocity changes with particle-wall interactions. For example, when ɝὉ 
increases, particles remain in the primary minimum and their velocity decreases until they deposit 
irreversibly; when ɝὉ decreases, small particles may escape from the primary minimum but large 
particles can be recaptured due to their small diffusive velocity.  

Lƴ ŀ ǊŜŀƭ ŜƴǾƛǊƻƴƳŜƴǘΣ ǿƘŜǊŜ ǘƘŜ ƛƻƴ ŘƛǎǘǊƛōǳǘƛƻƴ ƻƴ ǘƘŜ ǇƻǊŜ ǿŀƭƭ ŀƴŘ ǘƘŜ ǇŀǊǘƛŎƭŜǎΩ ƛƴǎǘŀƴǘŀƴŜƻǳǎ 
positions are inhomogeneous, the probability distribution of ɝὉ matters [29,30]. Considering a typical 
disordered medium obtained by randomly packed spheres, ɝὉ can be described by a Boltzmann 
distribution [18], i.e., Ὢ ɝὉ Ὧ"Ὕ ÅØÐɝὉȾὯ"Ὕ , where Ὕ is the temperature that 

represents the mean ộɝὉỚ ᷿ ɝὉὪ ɝὉÄɝὉ Ὧ"Ὕ. 

Based on Ὢ ὺÐ, Ὢ ɝὉ ÄɝὉȾÄὺÐ, [31], we derive the velocity PDF of particles near the pore 

wall as Ὢ ὺÐ, ‗ὺÐ,Ⱦὺ , where ‗ ὝȾὝ.  
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Considering that particles, if not pre-existent in situ, must have transported to the near-wall region, 
the velocity probability of particles near the wall is, therefore, a conditional probability given that 
event of particles reaching the near-wall region has occurred (whose probability is denoted by ע). 
Therefore, the conditional probability is  ὪὠȿעὺÐ, ὪὠὺÐ,Ⱦע, where we model ע by interception 

efficiency based on filtration theories [25,36] for non-pre-existent particles and ע ρ for pre-existent 
particles near the wall:  

ע

ὨÐ

ὰ

טּ
×꜠ὖὩ

ᶻ

‖×

טּ

ÎÏÎȤÐÒÅȤÅØÉÓÔÅÎÔ ÐÁÒÔÉÃÌÅÓ

ρ ÐÒÅȤÅØÉÓÔÅÎÔ ÐÁÒÔÉÃÌÅÓ

ȟ 
Eq. 22 

where ּט ρȢυχ, ὨÐ is particle size, ὰ is average pore size, and ‖× is kinematic viscosity of the ambient 

fluid.  

By imposing ᷿ Ὢȿע ὺÐ,ÄὺÐ, ρ, we obtain the velocity PDF of particles near the pore wall if 

particles were not initially existent near the pore wall: 

ὪὠȿעὺÐ,
‌

ὺπ
‌ὺÐ,
‌ ρȟ Eq. 23 

where ‌ ‗Ⱦע ὝȾעὝ; the physical significance of ‌ will be elaborated later. 

Under the assumption that particles near the pore wall and near the pore center behave 
independently from each other, we derive the joint PDF for the longitudinal velocity of the entire 

particle ensemble: Ὢ ὺÐ, ‍ὺÐ,ÅØÐ‎ὺÐ,Ȣ Parameters ‍ and ‎ are determined by imposing 

that the PDF integral over the entire positive domain equals one, i.e., ᷿ Ὢײ ὺÐ,ÄὺÐ, ρ, and by 

calculating the second moment ᷿ Ὢײ ὺÐ,ὺÐ,ÄὺÐ, ὺÐ,.  

After defining a dimensionless longitudinal velocity ὺ ὺÐ,Ⱦἂὺ×ἃ, where ộὺ×Ớ is the mean velocity of 

the ambient fluid, we derive the velocity PDF (ᶅὺ π) of the entire particle ensemble: 

Ὢ ὺ
ςά

ɜάɱ
ὺ ÅØÐ

ά

ɱ
ὺ ȟ Eq. 24 

where ά ‌Ⱦς and ɱ ἂὺἃ. The above equation manifests as a Nakagami-m distribution, in which 
case the parameters ά and ɱ are referred to as shape and scale factors, respectively [37]. The 
Nakagami-m distribution was originally introduced to describe the fading signal intensity in wireless 
communications, which is characterized by ά  0.5. Because we show later that in particulate systems 
ά can be πȢυ, we refer to this equation as a modified Nakagami-m distribution in the remainder of 
the Letter.   

By letting ὺO Њ and ὺᴼπ, we find that the PDF for fast and slow particles is proportional to 
ÅØÐάὺȾɱ and ὺ , respectively, indicating that the correspondent particles are those near 
the pore center and the pore wall, respectively. The rest of the particles that transport between pore 
centers and walls, occupying a large portion of the entire ensemble, have intermediate velocities (ρ
ὺ υ. Kinetic distributions of such particles are important because they represent transition states 
from immobile (i.e., slow) to highly mobile (i.e., fast). Based on our analysis, their velocity distributions 
are not asymptotic to ὺ  nor to ÅØÐάὺȾɱ , but to the modified Nakagami-m PDF. Therefore, 
given its ability to capture the velocity distribution of the entire ensemble, the modified Nakagami-m 
distribution appears to be a unique, all-inclusive function for describing particle kinetics. 
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2.4.2 Lagrangian simulations 

2.4.2.1 Particles transport in beadpacks 

To assess both the uniqueness and the universality of the modified Nakagami-m distribution, we 
perform numerical simulations of particles transport through a three-dimensional randomly jammed 
packing of spheres (obstacles). We generate the sphere pack (crowded environments) by a modified 
Lubachevsky-Stillinger algorithm [13], in which points randomly distributed within a cubic simulation 
box of edge length ὒ φὨÇ grow into non-overlapping monodispersed spheres of diameter ὨÇ = 3.6 

mm. The procedure yields 220 spheres, an average pore size ὰ 1.18 mm, and a porosity of 36%, as 
shown in Figure 3(a). The spheres are modeled as Nafion NR50 pellets, with zeta potential -2.23 mV 
[14,15]. We simulate incompressible steady viscous fluid flow (isopropanol with deionized water of 42 
vol/vol %; fluid density ”×  786 kg/m3, kinematic viscosity ‖×  1.84×10-6 m2/s) at temperature 
Ὕ 293.15 K through the sphere pack by solving the Navier-Stokes equations with no-slip fluid-sphere 
boundary conditions (using the software COMSOL Multiphysics®). Periodic boundaries are specified 
on the six opposing faces of the simulation box. A constant pressure gradient is imposed along the 
longitudinal direction. Different pressure gradients yield different flow rates and different pore Péclet 
numbers ὖὩ ộὺ×ỚὰȾ꜠× [11]. For all cases studied, the maximum Reynolds number (ὙὩ ộὺ×ỚὰȾ‖×) 
is 10, and therefore our calculations are conducted below the limit of the laminar regime in porous 
media (Re Ғ мулύ [12].  

 

Figure 3 ς (a) Fluid velocity field in a three-dimensional packing of randomly jammed monodispersed spheres 
(obstacles). Particle spatial distributions at (b) Pe* = 5×10-4 (Solute at Pe=128) and (c) Pe* = 59 (MP at Pe=1027) in the 
pore structure at ὸ ρπ†. The arrows denote the direction of particle velocity vectors  ○Ǉ ○Ǉ[ ○Ǉ◐ ○Ǉ◑. Their 

color denotes the dimensionless longitudinal velocity (ὺ ὺǇ[Ⱦἂὺǿἃ). Stronger deposition (ὺ π) is observed in (c) than 

όōύΦ !ǊǊƻǿ ǘŀƛƭǎ ŘŜƴƻǘŜ ǘƘŜ ǇŀǊǘƛŎƭŜǎΩ ƛƴǎǘŀƴǘŀƴŜƻǳǎ positions. 

 

Following the methodology described by [16], we simulate Lagrangian particle transport within the 
flow field. The particles considered include uranine (solute), nanoparticles (NPs), and microparticles 
(MPs), of diameter ὨÐ = 5 nm, 159 nm, and су ˃ƳΣ ǊŜǎǇŜŎǘƛǾŜƭȅΣ ŀƴŘ Ƴŀǎǎ ŘŜƴǎƛǘȅ ”Ð  786, 103, and 

103 kg/m3 [15,17]. The range of particle size and pressure gradient considered allows us to probe a 
wide range of Pe*. NPs and MPs are treated as negatively-charged polyethylene particles with a zeta 
potential of -45 mV [15]. In each simulation, 3000 particles of the same type are studied. Particle size 
exclusion is neglected as the ratio between particle size to pore size is small. After a particle ensemble 
is introduced into the environment at the upstream pressure (ὼ π), the velocities of the particles 
change due to the exerted net force (╕ÎÅÔ) at each timestep ɝὸ. The maximum timestep is set to ɝὸ
πȢππρ s. 

Solute particles are subject to hydrodynamic drag and diffusive forces; NPs and MPs experience 
hydrodynamic drag, diffusive, and gravity (buoyancy) forces, particle-particle interactions (Coulomb 
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and van der Waals (vdW) forces), and particle-wall interactions (London-vdW, electrical double layer, 
and Born forces). The drag force is corrected for the wall effect [18]. Diffusive boundary conditions 
are imposed after particleǎΩ collisions to spheres. The instantaneous particle velocity vector ○Ð is 

ƻōǘŀƛƴŜŘ ōȅ ǎƻƭǾƛƴƎ bŜǿǘƻƴΩǎ ǎŜŎƻƴŘ ƭŀǿΥ Ä○ÐȾÄὸ ╕ÎÅÔȾάÐ, where άÐ is mean particle mass. The 

observation time is scaled by the characteristic advection time † ὰȾộὺ×Ớ [19]. The reliability of our 
algorithm was established by reproducing experimental data for one-dimensional particle propagators 
from particle tracking velocimetry [20].   

2.4.2.1 Particles transport in Bentheimer rocks 

The rock images were extracted from Bentheimer sandstone samples (at Imperial College London) by 
using micron-resolution imaging (a ZEISS XRadia 500 3-D microscope). The obtained 2-D images were 
later processed in a core imaging analysis tool (Avizo Fire 9.2), providing a voxel resolution of 8.9 µm 
× 8.9 µm × 8.9 µm. The processed images reconstructed 3-D structures of a representative-
elementary-volume (REV) of the rock sample in a dimension of 1.3 mm × 1.3 mm × 1.3 mm. The 
obtained structure was then processed in a 3-D printing tool (Autodesk Netfabb) to repair the 
problematic meshes and intersections. By using commercial software CAD Exchanger, we converted 
the repaired mesh file (.stl) into a proper format, i.e., .x_t, for complex structures to be simulated in 
flow simulators (COMSOL Multiphysics 5.3). The final .x_t file was then imported into the flow 
simulator to solve particle and fluid flow in rock images.  

To promote the computational efficiency, we simulated on a sub-volume of the REV, i.e., 1.3 mm × 0.3 
mm × 0.3 mm, where the longitudinal length is kept as the length of the REV, i.e., 1.3 mm, but in the 
transverse direction, lengths are reduced to 0.3 mm. We showed that flow simulations on this sub-
volume recovers the permeability and porosity of the rock sample measured experimentally in the 
lab, indicating that this sub-volume is sufficiently large for ǇŀǊǘƛŎƭŜǎΩ ǎƛƳǳƭŀǘƛƻƴΦ In addition, we set up 
two artificial transition regions (each 0.1-mm wide) at the inlet and the outlet of the rock REV image 
and impose periodic boundary conditions where once particles leave the outlet will re-enter the inlet. 
The former process helps us to observe long-time partiŎƭŜǎΩ ōŜƘŀǾƛƻǳǊs when they transport through 
a longitudinal length > 1.3 mm.  

 

Figure 4 ς Bentheimer rock images used in flow simulations with dimension 1.3 mm × 0.3 mm × 0.3 mm (left) and processed 
2-D rock REV images with dimension 1.3 mm × 1.3 mm (right) . 
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3 Summary of activities and research findings 

3.1 Ab initio and classical atomistic simulations to quantify the interaction of 
CO2/H2O mixtures with cement surfaces 

To model hydrated cement, we focused on calcium silicate hydrate, C-S-H (in cement chemistry 
shorthand, C stands for Ca, S stands for Si, and H stands for H2O), and portlandite phases due to their 
relevance in cement degradation in CO2-rich environments [84]. The C-S-H phase is the principal 
binding phase of hydrated cement and thus responsible for most of the mechanical and chemical 
properties of cement [84]. Portlandite phase, on the other hand, is an appropriate model for 
investigating the chemical reaction of CO2 with cement due to its high rate of carbonation reaction 
[85]. Firstly, we performed enhanced ab-initio molecular dynamics (AIMD) simulations to analyse 
reactions of the CO2-rich fluids with cement. In AIMD simulations, the forces are calculated on-the-fly 
from accurate electronic structure calculations [26,27], and thus the technique is a reliable approach 
to predict reaction pathways and energetics for CO2ςcement interactions. However, AIMD calculations 
are computationally very demanding, limiting the model system sizes to only a few hundred atoms 
and the timescales to only a few tens of picoseconds. Since the picosecond timescale is appropriate 
to simulate only barrierless processes, the dynamics of the rare reaction events was accelerated by 
means of the metadynamics approach [50,51]. In order to model the interaction of CO2 with C-S-H 
which requires large supercells, it is not computationally feasible to use AIMD method. In this regard, 
classical Monte Carlo (MC) and molecular dynamics (MD) simulation techniques were utilized to 
model the interaction mechanisms of CO2 with C-S-H. The classical molecular dynamics method 
employs classical mechanics laws to describe the motion of the particles, in this case atoms which 
constitute a certain material [40,41]. The underlying assumption is that one can treat the atoms as a 
single classical entity. MD approach enables simulations of systems with thousands of atoms, thus 
appropriate to study both structural and dynamical properties of CO2 confined in C-S-H.  

3.1.1 AIMD simulations of the CO2/H2O reactivity of with portlandite surfaces  

Cement degradation in CO2-rich environments affects mainly portlandite and calcium silicate hydrate 
(C-S-H) phases, which both constitute about 70-85% of hydrated cement. However, due to the 
complexity of the C-S-H phase and the large atomistic models required to model this phase, it is not 
currently feasible to model the carbonation reaction of C-S-H using AIMD simulations. Therefore, in 
the current project we focused on AIMD simulations of the reaction between CO2 (under dry and 
hydrated conditions) and the portlandite phase as a starting point. To model the reaction mechanisms 
of CO2 with portlanditecrystals, we utilized the ab-initio molecular dynamics (AIMD) simulation 
technique [26,27] and the metadynamics algorithm [55]. 

In our particular case, we chose the carbon atom coordination number (CN) to oxygen atoms of both 
the surface hydroxyls (Oh) and of the neighbouring H2O molecules (Ow) as the collective variable (CV) 
to predict the reactivity of CO2 molecules with the portlandite surfaces in a CO2/H2O mixture. This 
choice of the collective variable ensures that the reaction barrier for sp3 hybridization of the carbon 
atom is estimated and does not include any proton transfers in the general reaction coordinates. The 
calculation of the atom coordination numbers is defined by the switching function, Cij(rij): 

 

ὅ ὶ     ,     Eq. 25 

 

where rij is the instantaneous distance between atoms i and j, r0 is the distance beyond which the bond 
is considered to be broken and d0 is the central value of the switching function (i.e Cij(d0) = 1). m and 
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n are parameters of the switching function chosen in such a way that Cij(rij) tends to zero beyond r0. 
Gaussian hills with the width of 0.02 and an initial height of 3.3 kJ/mol were added every 50 fs. The 
well-tempered approach [51] with a bias factor of 50 was employed to ensure a smooth convergence 
of the free energy profile.  

The portlandite crystal model utilized in this work is characterized by the hexagonal crystal structure 

with lattice parameters a = b = 3.589 Å, c = 4.911 Å, a = b = 90° and g = 120° [86]. Portlandite, Ca(OH)2, 
is a layered mineral, with the layers consisting of distorted edge-sharing CaO6 polyhedra. Each 
hydroxyl group is connected to three calcium atoms in its layer and surrounded by three other 
hydroxyl groups belonging to the adjacent layer (see Figure 5a). To build the surface models of 
portlandite, supercells representing the crystal were created by multiplying the unit cell by 4 × 4 × 3 
along the a, b and c crystallographic directions, respectively. The supercells were then cleaved along 
the planes (001), (100) and (110) exposing surfaces with varying surface calcium atom coordination 
(Figures 5b and 5c). The portlandite/H2O/CO2 atomistic models were built by inserting the H2O/CO2 
molecules within a 10 Å vacuum space of the (001), (100) and (110) pores (see D5.1 and D5.7 for 
further details). 
 

 

a)

(001)

(100)

(110)
b) c)

Figure 5 - a) The crystal structure of portlandite. Illustration of the cleavage planes along the lowest energy surfaces: b) 
(001), c) (100) and (110) planes. Color legend: O, red; H, white; Ca, green. 
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Figure 6a shows the evolution of the free energy with the carbon atom coordination number to the 
oxygen atoms. The collective variable takes into account the oxygen atoms of both the H2O molecules 
and surface hydroxyl groups. The calculated free energies of reaction are 16.43 kcal/mol, 
10.08 kcal/mol, and 18.13 kcal/mol for the (001), (100) and (110) surfaces, respectively. The 
carbonation reaction product in all the cases is a bicarbonate ion, illustrated in the snapshots in 
Figure 6b. The values obtained by our approach are in good agreement with the reaction energy 
barriers predicted for the formation of bicarbonate complexes [87-89] and carbonic acid [89-93]. The 
free energy barrier of 18.13 kcal/mol for the reaction on the (110) surface is the highest for the 
surfaces investigated here.  

The carbonation reaction on the (110) surface is preceded by many proton transfers among the water 
molecules and the surface hydroxyl groups. Specifically, it directly involves concerted interaction of 
two H2O molecules, a hydroxyl group and a CO2 molecule. The reaction barrier is in good agreement 
with the 17.4 kcal/mol [91] and 19.3 kcal/mol [89] values estimated for the formation of carbonic acid 
at similar conditions. For both the (001) and (100) surfaces, the carbonation reaction involved one H2O 
molecule, surface OH group and a CO2 molecule. The H2O molecule donates a proton to the surface 
hydroxyl group and the resultant hydroxyl ion in turn interacts with a CO2 molecule to form a 
bicarbonate ion. The carbonation reaction barrier within the (100) surface is, however, noticeably low 
and is within the range of values obtained for the reaction of CO2 with the (001) surface in the absence 
of water [87-89].  

Figure 6 ς a) (Left) The free energy evolution with the C atom coordination number for the (001), (100) and (110) systems 
with H2O/CO2 mixture confined therein. (right) The calculated free energy barrier values for the (001), (100) and (110) 

systems. b) The snapshots of the configurations of reacted CO2 with the portlandite surfaces; (left) (001) surface, (center) 
(100) surface and (right) (110) surface. The resultant Ὄὅὕ ions are highlighted with circles. 
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We relate the variation of the free energy barriers in the formation of the bicarbonate complex to the 
structure of the water at the interface [94,95] which is in turn dictated by the surface chemistry and 
the degree of nanoconfinement [96,97].  A threshold H2O film thickness is required for carbonate 
precipitation, and recently Placencia Gomez et al. [98] have shown that carbonate precipitation 
becomes predominant at about 1.5 monolayers of water, below which the reaction products are 
limited to (bi)carbonate surface complexes. The arrangement of the water molecules in the vicinity of 
the three surfaces is distinct due to the disparity in surface chemistry and therefore this explains the 
variation in the carbonation reaction mechanisms. Notably, within the (001) and (110) pores, water 
molecules form a distinct layer between the CO2 molecules and the surfaces in contrast to the (100) 
pore where most of the water molecules occupy surface sites created by the missing hydroxyl groups 
due to the five-fold coordination of the surface Ca atoms, with only a small percentage occupying the 
rest of the pore space. Thus, there is no formation of a water layer between the CO2 and the (100) 
surface. Moreover, the adsorbed H2O molecules are strongly surface-associated and are not 
sufficiently free to reorient and to participate in the hydration of CO2 [94]. The low reaction barrier for 
the carbonation reaction on the (100) surface is hence associated to the chemisorbed H2O molecules 
and the absence of a full water layer between the CO2 and the surface. 

3.1.2 Classical GCMC and MD simulations of the interaction of CO2-rich fluids with C-S-H phases 

The investigation of the interactions of CO2-rich fluids with calcium silicate hydrate (C-S-H) phases 
started with performing grand canonical Monte Carlo (GCMC) simulations. The GCMC simulations 
performed using the Towhee computational package [99] enabled us to determine the density and 
composition of CO2/H2O mixture intercalated within C-S-H pores in equilibrium with bulk CO2/H2O 
mixture. The temperature and pressure conditions chosen for our simulations are 323 K and 90 bar 
which mimic the T/P conditions of carbon sequestration [100]. The chemical potential values for 
H2O/CO2 bulk mixtures at the specified temperature and pressure conditions were obtained from the 
work by Rao et al. [101]. 

Subsequently, to further investigate the behaviour of the H2O/CO2 fluid intercalated in the C-S-H nano-
channels, molecular dynamics (MD) simulations were performed using the LAMMPS simulation 
package [102,103]. The initial atomic configurations for the MD simulations were obtained from the 
GCMC calculations. Each MD run consisted of an initial equilibration of 1 ns in the NPT statistical 
ensemble and an additional 3 ns simulation in the NVT ensemble to generate equilibrium atomic 
trajectories for the subsequent property analysis. All the atom-atom interactions are described using 
the ClayFF [42] classical potential in its more recent modified version [104,105] which allows for more 
accurate description of the hydroxylated C-S-H surfaces and nanoparticle edges. The H2O and CO2 
molecules were described by the flexible SPC/E [43, 106] and EPM2 [107,108] models, respectively. 
Long range electrostatic interactions were calculated using the Ewald summation method [40,41] with 
a cut-off radius of 10 Å. Periodic boundary conditions [40,41] were applied in all three dimensions.  
To build the atomistic C-S-H models, the starting configuration was a tobermorite 14 Å crystal with a 
chemical composition of Ca5Si6O16(OH)2·7H2O [109] and a C/S ratio of 0.83. C-S-H is known to be a 
poorly ordered material, characterized by layered silicate structure resembling an imperfect 
tobermorite and/or jennite [110]. 

 



Deliverable D5.4 

 

PU Page 28 of 70 Version 6.2 

 

 

Figure 7 ς a) Atomistic C-S-H model with a C/S ratio of 1.75 illustrating the cleavage plane (002) to create a slit-like 
nanopore model. b) A 1 nm C-S-H slit pore model with confined H2O/CO2 mixture. Color legend: O, red; H, white; Ca, green, 

Si, yellow, C, grey. 

 

In this regard, guided by available spectroscopic and diffraction data [110-113], surface defects were 
introduced taking into account that silica tetrahedral dimers are the most abundant of all silicate 
species in C-S-H and linear pentamers are the second most abundant. The chemistry of tobermorite 
14 Å was modified by creating surface defects via removal of charge neutral SiO2 units, as suggested 
recently [114-115]. Once the defect has been introduced, local charge neutrality is satisfied by 
addition of H+ and Ca(OH)+.  For the high C/S systems, additional molecular H2O and Ca(OH)2 units are 
also introduced to obtain the desired C/S ratio. The C-S-H models investigated in this work have a C/S 
ratio of 0.83 (defect free), 1.25, 1.5 and 1.75 (Figure 7a). The constructed C-S-H atomistic models were 
used to create models of several slit-like pores of different sizes. For each of the system, planar pores 
of sizes 1-5 nm were created by cleaving the crystal model along the (002) plane and gradually 
increasing the interlayer space. The pore sizes selected for simulation are within the typical size of gel 
pores according to the C-S-H colloid model (i.e 1 to 12 nm) [116,117]. Figure 7b illustrates a 1-nm pore 
model filled with CO2/H2O mixture. 

The equilibrium concentrations of CO2 and H2O inside the C-S-H nanopores determined from GCMC 
simulations follows the approach of similar modelling studies for swelling clays [101,118]. Figure 8a 
shows that intercalation of CO2 within C-S-H decreases with increase in C/S ratio. This finding is related 
to the surface chemistry of the C-S-H models, whereby, as the C/S ratio is increased, the pore size 
widens due to deletion of SiO2 units and the number of surface calcium atoms increases.  The 
increased number of calcium cations and the strong hydration energy of calcium with polar H2O 
molecules explains the fact that high C/S ratio C-S-H models contain less CO2 and more H2O molecules. 
Other studies have reported that charge balancing cations have an effect on the intercalation of CO2 
in swelling clays [101,119-122]. As the pore sizes are increased from 1-5 nm there is an increase in CO2 
mole fraction, with H2O molecules forming a layer over the surface interface, while the CO2 molecules 
occupy the central region of the pore (Figure 8b and c). 














































































